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APPENDIX E

STABILIZATION AND CONTROL STUDIES

The details of the analytic and tradeoff work completed during Phase

IA in support of the design of the stabilization and control subsystem

are assembled in this appendix. After an analysis of the major

disturbance torques expected on the Voyager spacecraft, the analyses

underlying the choices in the preferred subsystem design are described.

Tradeoff studies in the gyro assembly, sun sensor, earth detector,

and star sensor are then presented.

1. DISTURBANCE TORQUE ANALYSIS

This section presents a study of the major disturbances expected

on the Voyager spacecraft. The investigation is devoted to presenting

estimates of the magnitude of the disturbances and their effects on the

fuel requirement for the mission.

During the course of the mission, the Voyager spacecraft

experiences disturbances from environmental and internal sources.

The major environmental sources of disturbances include torques due

to solar radiation pressure and gravity force. Internal sources of

disturbance are the result of reaction forces from rotating devices

such as tape recorders and the planet-oriented package (POP). In

time, these disturbances have the effect of adding momentum to the

spacec raft.

To maintain three-axis stabilization, the cruise attitude control

system is required to remove the above momentum buildup by expending

fuel. A breakdown of the fuel requirement due to above disturbances

is presented in Table E-1. Based ona year during which the space-

craft is in transit and in orbit, a total of 3.43 pounds of fuel is re-

quired to neutralize the effects of disturbances.

1.1 Coordinate Systems

Figure E-1 depicts a nominal orientation of the spacecraft

relative to a nonrotating inertial reference (s, u, v) whose origin is



Table E- I.

Period

Cruise

(6 months)

Orbit

(6 months)

Fuel Consumption Estimates Due to Disturbance Torques
lib)

Disturbance Torques

Gravity ForceSolar Radiation

0.93

0. 57 1.21

Reaction Force

0.72

Total

0.93

Z. 50

MARS

v
\

CANOPUS _["

-z oFMASS

V2

Figure E-i. Body Coordinate Sets

at the center of Mars. The s axis is pointed toward the sun, the

axis is directed such that a vector to Canopus lies in the s-v plane,

and u axis is oriented to complete a right hand coordinate set.

The spacecraft's body 1 set (x 1, Yl' Zl) is centered at its center of

mass. Figure E-Z shows that the x i axis is along the roll axis of the

spacecraft and is directed in a positive sense toward the sun; the Yl axis

is parallel to the axis which contains the antenna and POP and is positively

directed toward the POP. For perfect attitude control, the orientation of

the body i set coincides with that of the inertial reference set.

k._

-_2SENSOR__AXIS

Figure E- Z.

E-2

Orientation of Body Z

Relative to Body I



-_q j ORBIT PLANE

1 ECLIPTIC PLANE

7

\ ,' / \ _ _ ORB,TALPOB,,,ON
N_ / \ vf/_P'_/ OF SPACECRAFT

Figure E-3. Orbital Coordinate
Systems

The body 2 set (x2, YZ' z2) is

centered at the center of the mass of

the POP. Specifically, the _Z axis is

directed away from the hinge point

along the shaft axis of the POP and the

-x Z axis, which contains the Mars sen-

sor, is directed toward Mars. As

shown in Figure E-3, the body 2 orien-

tation relative to the body i set is

related by two ordered rotations: first

a rotation about the -z i axis through

the hinge angle (x, yielding

"''-3

x,l

z,l

-S_

= CO_

0

-C_

- S(x

0

m

0

I
I- I

L',J

and then a rotation about the resulting -y' axis through the shaft angle

yielding
],,m

x z

YZ

z z

C_ 0

0 1

-sB 0

s_

0

C8

Ix"

Iv"

where S and C are abbreviations of sine and cosine, respectively.

Combining the above matrices yields

m .

m

x z

Y2

zz

-cBs_ -c_c_ sB

C_ - S_ 0

s_ s_ s_ c_ sB
1x i

(E. I)

Thus, for no rotation ((X = B = 0), the Mars sensor is pointed parallel to

the Yl axis.

E-3



To describe the position of the spacecraft in orbit, the study utilizes an

orbital reference set (x01, _01' z01) which is related to the inertial refer-

ence set. Figure E-3 shows that the z01 axis is along the local vertical,

the Y01 axis is normal to the orbit plane, andthex01 axis is directed with the

same sense as the velocity vector of the spacecraft. The transformation

from the inertial reference set to the orbital reference set is given by the

matrix QOI' or

Q0I

where

J

1

= 0

0

0 0

0 l

-I 0

m

Cv -Su 0

Sv Cv 0

0 0 l
m

k 0 -Sk

'0 1 0

Sk 0 Ck
m

m

0 0

= angle measured from u axis to ascenting node

k = orbital inclination from s-u plane

0

1
w

V = orbit angle from ascending node.

The above matrix can be expressed as

where

m

ali

Q01 = a12

a13
m

a21

a22

a23

alt = CvCkC_ -

alZ = SkC_

= -Sv CkC_a13

aZl = -CvCkS_

a22 = -Sk S_

a23 = S_CkS_ -

a31 = -CuSk

a32 = Gk

a33 = Sv Sk

a31

a32

a33
m

SvS_

CvC_

(E.Z)
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Since the orientation of the body 1 set coincides with the inertial

reference set for perfect attitude control, the following relation can be

written:

or

m

S

U

v
I

= QOI T

m

_31
YO 1

m _

x 1

Yl ¸

Zl
. _J

N

_all a12 a13

= ia21 a2z az3

La31 a32 a33

m l
m

Xoi

Yo I

zOl

(E.3)

1.2 Disturbance Torques

In the following sections, a mathematical description of the distur-

bance torques is developed and subsequently evaluated for the Voyager

spacecraft. The analysis is limited to the investigation of solar radiation

torques, gravity gradient torques, and reaction torques from internal

rotating components.

I.2. 1 Solar Radiation

Based on the derivation presented in Reference E-l, this section

develops the equations describing solar radiation torques on the Voyager

spacecraft. Perfect attitude control between the main body and the iner-

tial reference axes is assumed in this derivation.

The bombardment of photons transfers a net momentum per unit

time to the spacecraft. The momentum per unit time, or force, depends

on the amount of surface area affected by the bombardment, the surface

reflectivity, and the incidence angle of the sun to the surface. The space-

craft experiences a torque when the force acts at a center of pressure

which does not coincide with the spacecraft's center of mass.

The total force F s acting on a surface A due to radiation pressure

can be expressed as follows:

F = -V i +v)(e s . e n + (1 - v)(e s .

A

eL)(7 s • et) et]dA (E. 4)
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where

V

e
s

e n, e t

= solar radiation pressure constant

= coefficient of reflectivity

= unit vector in the direction of the sun

= vectors respectively normal and tangent to the surface element
dA

While in transit or in orbit about Mars, the Voyager spacecraft is

nominally oriented such that the sun line is coincident with the body roll

axis. In this orientation, radiation from the sun is always directed toward

the end of the spacecraft which includes the POP and antenna as shown in

Figure E-4.

11 1

POP

TOgA ARDS

SUN

Figure E-4. Orientation of POP and Antenna for

Maximum Solar Exposure

Suppose the POP and antenna are deployed such that their major

surface areas are in the plane normal to the sun line, as shown in Figure

E-4 (_ = -90 degrees). Then in terms of body coordinates the following

relations can be written:

e e = i
s n

m

e s . e t = 0

Thus, the force acting on each surface area i facing the sun becomes

u

Fs. = -V(1 + vi) A i x t
1

(E. s)
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The above forces are applied at their respective center of pressures.

Measured from the nominal center of mass of the spacecraft to the center

of pressure of surface i, the vector cPi can be expressed as

cp i = dxi dy i dz i
{E. 6)

where the d's represent distances.

To account for the center of mass offset from the roll axis, a vector

L is defined as

L
= _y Yl + _z Zl (E. 7)

where the g's

solar radiation pressure form surface i can be expressed as

represent offset distances. Hence, the total torque due to

m m m

T = Y, (cPi - L) x F. (E. 8)
s i 1

Substituting Equations (E. 5), (E. 6), (E. 7) into Equation (E. 8) yields the

following expression for the solar radiation torque

Ts = -V _i 1+ui) Ai (dzi - _z)_1 - (l+ui) Ai (dyi - Ly) Z (E. 9)

Equation (E. 9) provides a means for evaluating the solar radiation torque

when the antenna and POP are deployed as shown in Figure E-4. More-

over, by setting the respective surface areas to zero, the same equation

provides a measure of the solar torques when the antenna and POP are in

their ....._.uweu positions.

In Figures E-5 and E-6, the magnitude of the solar radiation torques

are presented for various deployments of the antenna and POP. (In these

figures, the "deployed" positions of the antenna and POP correspond to

the orientation of Figure E-4. ) To obtain worst-case estimates, the

torque calculations were based on a coefficient of reflectivity of unity

I) and a maximum center of mass offset of 3 inches (l%yl=...l_z.l=(vi=

0. 25 foot). It is noted that solar radiation produces the largest torque

when the antenna is deployed and the science payload is stowed.

E-7



91

\
_: _ _j ANTE NNA DEPLOYED t

_ i _ SCIENCE PAYLOAD STOWED

O -- ANTENNA AND SCIENCE_ _

o I_" 3 _ PAYLOADDEPLOYED _ -_
_ -SC ENCE PAYLOAD DEPLOYED._

_ENNA STOWED
2

ANTENNA AND SCIENCE _

0
EARTH MIDPOINT MARS

RELATIVE LOCATION OF SPACECRAFT

Figure E-5.

1.6

1.2

o

×
0.8

-y

_>-

0.4

Solar Radiation Torque for Spacecraft with

C.G. Offset Along Y-Axis

(_ = 0.25 ft, _ = 0, lJ. = i)
y z

ANTENNA AND

/ SCIENCE PAYLOAD

J _

//ANTENNA DEPLOYED,SCIENCE PAYLOAD STOWED

SCIENCE PAYLOAD

DEPLOYED, ANTENNA
STOWED

ANTENNA AND SCIENCE

PAYLOAD STOWED

EARTH MIDPOINT MARS

RELATIVE LOCATION OF SPACECRAFT

5

o
-- 4
x

i
3

--:2
II-
_- 2

I
ANTENNA DEPLOYED,

_AYLOADSTOWED

ANTENNA A

--SCIENCE PAYLOAD--

DEPLOYED

SCIENCE PAYLOAD DEPLOYED,

ANTENNA STOWED

EARTH MIDPOINT MARS

RELATIVE LOCATION OF SPACECRAFT

Figure E-6. Solar Radiation Torques for Spacecraft with

C.G. Offset Along Z-Axis

_y = 0.25 ft, U. = 1)( = O, _z i

E-8



Moreover, it is evident that solar radiation torques are worst when the

spacecraft is near the earth. As the spacecraft approaches Mars during

transit, the solar torques are reduced since the solar pressure constant

V varies inversely as the square of the distance between the sun and the

spacecraft.

1. 2.2 Gravity Gradient Torques

In this section, torques due to gravity forces are evaluated for the

case when the spacecraft orbits Mars. In this case, it is assumed that

the main body, POP, and antenna act as a single-rigid body subjected to

a gravity force at the center of mass of body 1. Moreover, it is assumed

that the body 1 axes corresponds to the principal inertia axes of the space-

craft. When in transit the spacecraft does not experience significant

gravitational effects.

Gravity torques depend on the orientation of the spacecraft relative

to an orbital reference coordinate system. As indicated in Section 1. 1,

the body 1 set (x 1, _1' Zl) is related to the orbital reference set (xOl,

Yol' Zol) by a direction

where the

-- i

X,I
L .

-- +

Y+I

Z,I

cosine matrix, i. e.,

m

all

= a21

a3i

m

at2 a13

a22 a23

a32 a33

x01[

%11

 oII

a..'s are direction cosines defined in Equation (E. 3).
1J

References E-Z and E-3 present a detailed derivation of the gravity

torques on an arbitrary satellite. The results of the derivation provide

a means of evaluating gravity gradient torques whose main body com-

ponents can be expressed as follows:

_3_XX
Tg x - R3 (Iz - ly) a23 a33

_ 3y

Tgy - _-_ (Ix - Iz) a13 a33

=3__X_
Tg z R3 (Iy - Ix) ai3 a23

(E. I0)
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where

Ix, Iy,

_/ = gravitational constant of Mars (4. 29 x 104 krn3/sec 2)

R = distance from center of Mars to spacecraft

I = principal moments of inertia.
Z

In Figure E-7, the gravity torques are evaluated for the 1971 sample

orbit. It is noted that the torques are largest near periapsis (_ = 0) and

diminish rapidly as the spacecraft approaches its furthest point from Mars.

Figure E-7.

7

6

5

3

f 2
£

x gY _
m 1

t,-_ 0

-1

-2

T
g×

-4

I I I

i NOTE:

I. SYSTEM PARAMETERS: 2. ORBIT PARAMETERS:

CONFIGURATION A T = 14.46 HR

Ix = 2241 sLUG-PT 2 X = 30.SDEG

ly = 829 SLUG-FT 2 _ = 239.5 DEG ¢

Iz = 1824 SLUG-FT 2 v ° : -97.4 DEG Tg/

/

_,_ _gx

0 90 180 270 360

"_ (DEG)

Gravity Gradient Torques versus True Anomaly

(Sample Orbit - 1971 Mission)

1.2. 3 Internal Disturbance Torques

The Voyager spacecraft experiences large internal disturbances

from two basic sources: i) tracking motion of the POP; and 2) starting

and stopping of the tape recorders, the POP, and the high-gain antenna.

The former disturbance is the result of the variable speed at which the

POP tracks Mars; the latter disturbance presents impulsive torques to

the spacecraft at prescribed intervals during the mission.

a. POP Reaction Torques

As the Voyager spacecraft orbits about Mars, the POP is

required to rotate such that its sensor axis points towards Mars. In

E-IO



this situation, the accelerating motion of the POP results in a net

reaction force on the main body of the spacecraft. The expression of the

torque due to this reaction force is developed and evaluated for the 1971

sample orbit.

Let R. represent the vector from Mar's center of mass to the
1

center of mass of body i (i : 1, Z). Assuming that only a hinge force F.
1

and a gravity gradient force F . act upon the satellite, Newton's laws
gl

can be applied to bodies 1 and 2 to write

d Z -- _ d Z --

m I _{R I - R01) + m I
dt2 dt2 R01 = _'1 + Fgl (E. 11)

where

R0i =

m

m° _-
i

But

and

where

r.

d 2 d 2 --
mz--(R2 R0Z ) + m2 = F2 ÷ _

dt2 - _ R02 g2
(E.IZ)

vector from Mars' center of mass to body i center of mass
when the satellite is in its unforced condition

mass of body i

- (E. 13)

RZ = il + TI - Yz (E. 14)

= vector from body i center of mass to the hinge point.

Substituting relations of Equations (E. 13) and (E. 14) into Equations (E. t 1)

and (E. 12), and eliminating d2 R1/dt2 between the resulting equations

yields

FI 1 = 1 1
dt Z (r 1 - r Z) + Fg 1 ÷ m2 F (E. 15)m g

The terms on the right side of Equation (E. 15) will now be evaluated.

From Figure E-2, the following vector relations can be written:
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_1 = _I _I Jr_2 _1 (E. 16)

where the

point. The angular velocity of body I and body Z is denoted by cot

respectively, and can be written as

D

Differentiating r t

_'s represent distances fromthe center of mass to the hinge

and coZ'

m

+ ¢°yl Yl + ¢°zl Zl

+ Y2 + z2¢°y2 C°z2

(E. 18)

(E. 19)

1

and r 2 twice with respect to an inertial space yields

dz r
I

dt 2

d ....

= d't (_1 x rl) + coI x (wl x rl) (E. ZO)

dz r 2
d ....

(WZx rz) + coZx x rz) (E.Zl)

Substituting Equations (E. 16) and (E. t8) into Equation (E. 20) yields

d 2 rt/dt 2 in body coordinates as

d z- r
1

!

• 2_1 Z "-cozl J52 + _1 _xt _Z - coyl - cozl L1

• Z
C°zl gt " _xl z gZ + _xl coyl gl - cozl gZ

_xl £Z - coyl gl + _xl cozl gl + coy1 cozl gZ
-- .j

(E. 22)

A similar expression is derived for d z ?2/dt z in body 2 coordinates as
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d2-
r 2

dt 2

m

Z 2
_x2 _3 + _°zZ _3

Transforming the above vector in terms of body I coordinates through the

use of Equation (E. i) yields

- 2

2
-C8 S_(izZ - OOyz _xZ )_3 + C_(_zZ + _zZ ) _3 - S8 S_(_xZ + _yz"-z__3

sB _-z - °°yz%z __3- cB_z +%z'°.z__3

(E.Z3)

The gravitational terms on the right side of Equation (E. i 5) are evaluated

by making use of Newton's second law and by noting_that Fg i is indepen-

dent of the body's attitude. Let us define a vector V as follows

where

A ml-- mz--
= _ _ F (E. 24)Fg z m gl

-- A mlm2
m _

m ! +m 2

But the gravity forces on body i can be expressed as

m.y
F . - z (i =

gi R z" oi
O1

1, z) (E.ZS)

where y is the gravitational constant of Mars and _ . is a unit vector
O1

along the local vertical directed from the center of mass of body i. Substi-

tuting Equation (E. 24) into (E. 25) yields
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:z01)= z02 - Rl 2

V = _m +

or

z i_ Zol

q
+ I - _z0_ l(z02 1

R22 ]

(E. 26)

But forming the dot product of Equation (E. 14) with itself and using the

binomial theorem yields

_22 = _I-I+ 01" (rl-r2

Also from the definition of zOl,

m

Z0z - z01 R 1 R z

- (rl -r2) _01" (rl-rz0--

R 1 + R 1 Zo1

Substituting the above relations into Equation(E. 26), and eliminating higher

order terms yields

,)V = m--_3 oi" (¥1-rz Zol +(rz rl (E.Z7)

By utilizing the transformation matrix Q01 of Equation (E. 2), Equation

(E. 27) can be expanded in terms of body I coordinates to yield

i
i

3 a12 z (_1 + _3 C(X) + 3 a13 a23 (_Z " g3 S_) - (L 1 + L 3 C(X)

3 az3 a13 (L 1 + L3 C(x) + 3 az3 z (£Z - L3 Sfx) - (L z - L3 $12)

3 a33 at3 (L 1 + L3 C{X) + 3 a33 a23 (L 2 L 3 S{X)
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From Equations (E. 15) and (E. Z4), the reaction force on body i can be

expressed as

m
+

dt Z m I + m2
v (E.Z9)

Substituting Equations (E. 2Z), (E. 23) and (E. 28) into (E. Z9), yields the

following components of F 1 in body i coordinates

where

F
X

m

F

m

F
z

m

m

= F xx I + FyyI + Fz Zl
(E. 30)

Z - St3Sa (_xZ +-CB S_(ezZ- _yZ_xZ)L3 + C_('xZZ + _zZ)L3 _Z _zZ)L3

+mzi _z - _yl _xl _z + ¢°z °_zyi '_I + zl LI

+ _-'_--RI3"m;+-m 2 a132(Ll + 13G0_)+ 3 al3aZ3(_Z - L3S_-(_ I

Z
-c_c_(m_z-%z %z)_3-s_(%Zz+ '°zZ)L3-ssc_(_xZ+%z'°zZ)L3

- xl _2 - _xl _yl zl _2

+___y. m al3(_i
RI3 " m I +m z a23

Z
+ £3C_+ 3 az3(L z- _3S_-(L z-

¢"'' - %z"' -_-%- c_(_xZ + _' '__-z2 -xZ" y2 zZ)L3

-_xl LZ + _yl _i - _xi "zl Li - _yi'_ziLZ

°3+_-'3 " --_haZ 33a13(Ll + _3 GfX)+ a33az3(_Z - _3 S
R I ml

Finally, the reaction torque on body 1, Trl, is given by

T r = r I x F 1
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which by substitution yields

T
r

m

F
2 z

_1 Fz

_I Fy- £2 Fx

(E. 31)

Equations (E. 30) and (E. 31) describe the body I reaction torque in terms

of body I coordinates. In these equations the angular velocities of the two

bodies (_i' _2 ) and the hinge and shaft angles ((X, 8) are unknown. These

kinematic terms will now be specified as a function of orbit position.

The 1971 orbit about Mars is considered to be elliptical with an

eccentricity value denoted by e. The location of the spacecraft is an

elliptical orbit at a given time t is expressed as follows

t = cos 1 + e C? 7 -e sin os- 1+eC_?/

where

T = orbital period

(E.3Z)

_7 = true anomoly measured from periapsis

as

The orbit angle U can be expressed in terms of the true anomoly

= (E. 33)v _+u °

where u ° = angle measured from the ascending node to periapsis.

Differentiating both sides of Equation (E. 3Z) and noting that d12/dt

d_7/dt yield

dv (Zwh (i + eC_) 2

-_- = V/(I - e 2) 3/2
(E.34)

Equation (E. 34) provides the magnitude of the angular velocity of the

spacecraft as a function of the true anomoly. Thus, the angular velocity

of body I can be written in Mars centered orbit coordinates (see Figure

E- 3) as
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_1 - dv --dt Zq

The above vector can be transformed in terms of body I coordinates as
R

c_

_, = -s_

0

s_

c_

0

an

0

0

1

Ck 0 Sk

0 I 0

- Sk 0 Ck

0

0

dv

-_y.

or (E.35)

l m

-C_ Sk d_..vvdt

s_ • s× dv
dt

-Ck " dv
dt

Substituting Equation (E. 34) into Equation (E. 35) yields the following com-

ponents of angular velocity in body I coordinates

c_ sx cn)Z.. - O

_xt (1 - eZ) 312 (I + e

_o S_ Sk

_I - (t- eZ)31z
- (t + e Crl)z (E. 36)

where

0

_)zl -
(1 - eg) 312

• (I + e C_7)2

ZiT
(_ _-
o T

The rate of change of _1 is obtained by differentiating the components of

_t with respect to V and noting that

dA dA . dv
d--_-= d---v d--t (E. 37)
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where A =

expression

arbitrary parameter. This results in the following

Z
Z_ e C_Sk

• = o (I + e C17)3 $17

(I = e2) 3

2
-Z w e S_ Sk

o (i + e C77)3 $17
%1 (I - eZ) 3

(E. 38)

_°z I

2
2 ¢0 eCk

0

(! - eZ) 3
• (i +eC_)) 3 S_7

The angular velocity of body 2 is simply expressed as

_2 = _I - (2 z I - BYz

Transforming the above vector in terms of body 2 coordinates yields the

following components of angular velocity

_xZ = -csSe_xi - cBce_°y i +ss(cOzi - &)

_z = ca %1 - s_ _1 - B

= + c_ - &)
_z2 SB S_ ¢0xl + S8 CO ¢0yI (¢_zl

(E. 39)

Noting that the hinge and shaft angles vary with orbit position, the rate of

change of angular velocity of body Z can be expressed as

$x2 -_xiCSS_-%l &cBca+%i_s_s_-_ c_ca+yl _yi CB SO

+ 8 COyI S_ Ca + S;9 (&zi - _')+ _ C_ (_Ozi - &)

_yZ = _xl ca- %1 &s_- _'yl s_- &_,yl ca- _" (E. 4o)

_°z2 • ' s_ co+ _ c_ ca¢Oxl S/3 Sc_+ B _xl C_ Sol+ &%1 SB Ca + COyI COyI

- _ _ s_ so + c_ - _) - _ s_ - &)yl (_zi (¢°zl
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To determine the hinge and shaft angles as a function of orbit

position, it is noted that the local vertical of body 1 and the POP sensor
axis are essentially parallel. Thus, in terms of the coordinate sets of

Section Z, the following relation can be written

Zoi = -x2

Transforming the above vectors in terms of body I coordinates and equa-

ting the components of the two vectors yield

s_ = -sx sv

tan ((X- _ - w) = Ck tan V

(E. 41)

By noting the relationship of Equation (E. 37), the time derivatives of the

hinge and shaft angles can be determined

Sk
;, _ o . (i + e C_) 2Cv

(E. 43)P

- e213n Sz- lJ

2
¢o Sk
0

(I -e2) 3

(l + eCn) 3 C

(i - sZx sZv)3/z [_1

Ck
• 0

- e2)3/2(1-

7
+ e C_) S v cZk + 2 e S_/Cv (t - sZk sZv___]

(E. 441

e C_7)2 (E. 45)(I +

(cZv + cZk sZv

_;_ o (i+ eC_)° [sZx((l-e2) 3 " (CZv+cZksZv)2 1 + e C_7) S 2v - 2 e S_7(C2v + cZk sZv)i
,,,,,1

(E. 46)

For a given orbit, Equations (E. 41) through (E. 46) express the character-

istics of the hinge and shaft angle as a function of the orbit abgle, or the

true anomoly. These equations along with Equations (E. 36), (E. 38),

(E. 39), and (E. 40) provide the necessary relationships to evaluate the

reaction torques in Equation (E. 31).
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Figure E-8 depicts the reaction torque T r as a function of the

true anomoly 77. The evaluation of the reaction torque was based on the

orbital parameters of the 1971 sample orbit. It is noted that like gravity

torques, the reaction torques due to the tracking motion of the POP have

peak components near periapsis.

I I 1

NOTE:

:I, SYSTEM PARAMETERS: 2. ORBITAL PARAMETERS

CONFIGURATION A

i m 1 = 83.9 SLUG

j m 2 = 3.53 SLUG

i _1 2.16 FT

i "_2 9.2 FT

.t 3 5.3 FT

T = 14.46 HR

k = 30.5 DEG

= 229.5 DEG

Uo = -97.4 DEG

90 180 270 360

(DEG)

Figure E-8. Reaction Torque versus True Anomoly

(Sample Orbit - 1971 Mission)

b. Impulsive Reaction Torques

Impulsive reaction torques are the result of the starting and

stopping of the tape recorder, the POP, and the high-gain antenna. The

magnitude of the above impulses depend on the load inertia and the charac-

teristics of the motor which drives the rotating component. Based on

typical motor characteristics, estimates of the maximum impulse trans-

ferred to the spacecraft during the starting or stopping of a rotating com-

ponent are presented as follows:

,-_ -5

POP: AHshaftaxis = AHhinge axis = 2.6 x l0 ft-lb-sec
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High-Gain A _ 2.6 x l0 -5 ft-lb-sec
Antenna: Hshaft axis

A Hhing e axis
,_ i0-4= 5 x ft-lb-sec

Tape Recorder: AHspinaxis = 0.05 ft-lb-sec

It is evident that the impulses from the tape recorders are more than an

order of magnitude larger than those from the POP and antenna.

1.3 Fuel Requirements Due to Disturbance Torques

The purpose of this section is to present calculations which estimate

the fuel requirement due to disturbances on the Voyager spacecraft. The

results of the calculations are summarized in Table E-i.

During the 6-month transit period, the fuel consumption estimate is

based primarily on the effects of solar disturbance torques. In this period,

torques due to gravity forces and micrometeorite impacts are relatively

small and their effects are neglected. Also, impulses due to the starting

and stopping of the tape recorders and antenna are small and do not occur

frequently as to affect the fuel requirements.

During the period when the spacecraft is in orbit about Mars, the

fuel requirements are based on the effects of solar radiation torques,

gravity gradient torques, reaction torques from the POP's tracking motion,

and the impulsive torques of the tape recorders over a 6-month period.

The orbital parameters of the 1971 sample orbit are assumed to remain

constant to provide a conservative estimate of the fuel consumption.

1. 3. 1 General Considerations

The amount of fuel consumed during a period of time is related to the

change in angular momentum by the following relation

x +
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whe re

WGC

I
sp

e

AH =

amount of fuel consumed

specific impulse of fuel

effective moment arm of the gas jet system

net change in angular momentum

m

When a disturbance torque T acts upon the vehicle for finite time period,

there is a buildup of angular momentum AH on the spacecraft which can

be expressed as
t

where the integration is with respect to inertial space.

Since the orientation of the body axes do not change with respect

to the inertial reference set, the net change in angular momentum can be

obtained by integrating the body disturbance torques. Thus, the com-

ponents of AH in body coordinates can be determined as

T

fl xldt
o

T

A Hy =of ITyl dt

T

AH z = / ITzi dt
o

(E. 49)

when T is the period of time the torque acts on the spacecraft. Thus,

Equations (E. 46) and (E. 49) provide the necessary relations to estimate

the fuel requirements due to disturbance torques.

The remaining sections are devoted to evaluating the fuel require-

ment for the various sources of disturbances. In estimating the fuel con-

sumed, the following parameters of the cruise control system are

assumed

Rex = Key _ez 18.4 ft.

1 = 60 sec
sp
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I. 3.2 Solar Radiation Torque

a. Transit Fuel Estimate

A conservative estimate of the torques due to solar radiation

pressure was evaluated in Section 1.2. 1. For a fixed deployment of the

antenna and POP, the solar radiation torque decreases as the spacecraft

travels from earth to Mars. Assuming a straight-time variation of the

torque with time, the buildup of spacecraft angular momentum during

transit can be calculated as follows:

whe re

t[ ]AH : _ (Ts) - (T s) T (E. 50)
earth Mars P

m

T =
S

W

P

solar radiation torque

time period (177 days)

From Section i. 2. i, the worst-case estimates of the solar radiation

torque are presented as follows

Earth: t0

i. 36 x 10-15 ft-I

8.0 x lO -5 ft-lbJ

Mars: - 0

-5
= 0.58x l0

-5
3.5 xiO

ft-Ib

The above solar radiation torques were obtained for the worst-case

deployment of the antenna and POP and worst-case center of gravity off-

sets. Substituting the above torque values into Equation (E. 50) yields the

following Components of angular momentum:
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AH = 0
x

_H = i48 ft-lb-sec
Y

AH = 879 ft-lb-sec
z

Thus, solar radiation torques acting upon the spacecraft during the transit

period will consume the amount of fuel calculated from Equation. (E. 47}, or

WGC = 0.93 lb

b. Orbital Fuel Estimates

When the spacecraft is orbiting Mars, the magnitude of the

solar radiation torque depends on the deployment of the POP and antenna.

In general, the solar radiation torque varies with the orbital position of

the spacecraft. However, a conservative measure of the fuel require-

ments can be evaluated by the assuming a constant solar torque during an

orbit. Thus, the angular momentum is simply expressed as

AH = s p

Based on the worst-case solar torques presented in the previous section,

the components of the angular momentum buildup for a 6-month orbital

period are calculated to be

_H = 0
x

_H = 90 ft-lb-sec
Y

_H = 544 ft-lb-sec
z

The amount of fuel required to neutralize the above momentum buildup is

calculated to be

WGC = 0. 57 lb

I. 3.3 Gravity Gradient Torclue

Section I. 2.2 provided a measure of the gravity gradient torques

encountered in a sample orbit for the 197i mission. The gravity gradient
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torques were presented as a function of the true anomoly _ which is a

known function of the time in orbit. The net change in angular momentum

per orbit can be estimated by describing absolute magnitude of the gravity

gradient torques as a function of time and integrating the torques for a

single orbit. The results of these calculations are summarized as

follows:

AH = I. 16 ft-lb-sec/orbit
x

AH = 0. 57 ft-lb-sec/orbit
Y

AH = 2. 71 ft-lb-sec/orbit
Z

For an orbit period of 6 months (N300 orbits), the amount of fuel

consumed by gravity effects can be calculated from Equation (E. 47) as

WGC = 1.21 lb

1.3.4 Reaction Torques

During the orbit period, the main reaction torques are the result of

the tracking motion of the POP and the starting and stopping of the tape

recorders. The starting and stopping of the antenna and POP are not con-

sidered since their impulsive effects on the spacecraft are much less

pronounced and less frequent than that of the tape recorder.

a. POP Motion

The reaction torque due to the POP's motion were presented in

Figure E-8. As in the case of gravity torques, the reaction torque can be

described as a function of time and integrated to obtain hhe ang,l!ar rnomen-

turn buildup per orbit. The results are summarized as follows

_H = O. 50 ft-lb-sec/orbit
x

_H = 0. I8 ft-lb-sec/orbit
Y

_H = I. 56 ft-lb-sec/orbit
z

Assuming that the POP tracks Mars during the entire orbit period (_,300

orbits), the gas consumed by the POP's motion can be conservatively esti-

mated as
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WGC = 0.61 Ib

b. Tape Recorder Impulses

Tape recorders transfer momentum to the spacecraft as it

accelerates to or decelerates from a nominal write or playback speed.

For every orbit about Mars, one of the two tape recorders on the space-

craft is required to write and to play back. Hence, the spacecraft is sub-

jected to a maximum of four impulses per orbit from each recorder.

Section I. 2. 3 specified that each tape recorder will transfer an

impulse whose magnitude is less than 0.05 ft-lb-sec. Assuming that the

spin axis of the tape recorders are oriented along the _ and z axis, the

maximum buildup of momentum per orbit (based on four impulse/orbit)

is given by

AH x = 0

AH = 0. Z ft-lb-sec/orbit
Y

AH = 0.2 ft-lb-sec/orbit
z

where both recorders are assumed to be in operation to obtain worst-case

fuel requirements. Thus, for a period of 6 months (N300 orbits), the gas

consumed to neutralize the effects of tape recorder impulses can be calcu-

lated from Equation (E. 47) to be

WGC = 0. 11 lb

The total fuel requirements due to the POP motion and tape recorder

impulses is therefore

WGC = 0.61 + 0. II

= 0.72 ib

2. CONTROL SYSTEM DESIGN ANALYSES

Listed below are the Voyager parameter values utilized for the

stabilization and control system (SCS) analyses. Data is given for both

Configuration A (Table E-2a) (low-thrust monopropellant midcourse engine,
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high-thrust solid rocket deboost engine) and Configuration B (Table E-Zb)

(liquid bipropellant engine). The reference axes used to define the various

system parameters are shown in Figure E-9.

Table E-Za. Configuration A Parameters

Spacecraft
Condition

Sepa rated

Spacecraft

Spacec raft

Before Capsule

Separation

Space c raft

After Capsule

Separation

Spacecraft
In Orbit

Weight

(Ib)

7800

7554

5483

2696

Center of

Mass Station

(in.)

46.6

47.5

26.0

Moment of Ine rtia,

Principal Axis

(slug- ft2 )
I I I

x y z

4778 5772 4058

4697 5699 3989

886 1880 2389

30.2 829 1824 2241

Control Moment

Arm, TVC

(in.)

41.6

42. 5

14.0

9.8

Table E-2b. Configuration B Parameters

Space craft
Condition

Separated

Spacecraft

Spacecraft

Before Capsule

Separation

Spacecraft

After Capsule

Sepa ration

Spacecraft

In Orbit

Weight

(Ib)

7800

7675

Center of

Mass Station

(in.)

56.2

Moment of Inertia,

Principal Axis
(s lug -ft2 )

I I I
x y z

5475

2600

56.6

35.1

4591 4988 4338

4545 4954 4291

35.6

1313 1721 Z690

1035 1547 2246

Control Moment

Arm, TVC

(in.)

3O

3O

i0

I0
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Z

i

Figure E-9. Voyager Reference Axes

All studies were based on a single axis model of the spacecraft dyna-

mics, consistent with the goals of the preliminary design effort. The

analyses are presented for each mode. The vehicle model is defined first,

followed by the cruise, acquisition, reorientation and inertial hold, and

thrust vector control mode analyses.

The center of gravity data shown in Table E-2a is measured from the

field joint (Saturn Station 2048). The thrust level of the monopropellant

engine is assumed to be 50 pounds, and the solid rocket engine thrust

level varies from 16,000 to 4000 pounds during the first 90 seconds of the

100-second nominal burn time. The bipropellant engine thrust level is

assumed to be 1000 pounds. The cold gas jet system used for the cruise

mode has a 0. 044-pound thrust level.
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2. i Cruise Mode

This section describes an analysis of the SCS cruise mode which is

used for attitude stabilization during transit to Mars and while in orbit

about Mars. The selected configuration employs cruise sun sensors, a

Canopus sensor and derived rate feedback around an on-off electronic

switching amplifier.

The on-off electronic switching amplifier is described by a thres-

hold of__0. 5 degree during normal operation and zh0.25 degree during POP

imaging and an intentional hysteresis of 0.i degree. The derived rate feed-

back filter consists of a I00 second time constant and a gain of 240deg/

ft-lb.

Initial sizing studies and duty cycle calculations (with and without

disturbance torques) are presented. Results of the study indicate the

following:

• The disturbance free fuel consumption is approximately

6 pounds

• The cruise mode limit cycle rate variation is from 0. 7 to

5.2 deg/hr

• Satisfactory limit cycle characteristics are achieved even

in the presence of worst-case disturbance torques.

A block diagram of a single-axis of the selected configuration is

shown in Figure E-I0.

K__K_
Tf S+ I

E81 5UNsENsoRCANOPUS l---

Figure E-10. Block Diagram of a Single Axis

of the Selected Configuration
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where

E =
S

Ef =

E 0 =

E =
E

T ._

Switching amplifiers output Kf
voltage

High- gain filter output

Sun/Canopus sensor output

Switching amplifier error

input

= Filter gain

r = Filter time constant

T = Gas jet torque output
0

@ = Spacecraft attitude

Switching amplifier threshold h = Switching amplifier

hysteresis

The attitude control configuration shown in Figure E-10 has been

extensively studied in the past and is commonly called the derived rate

system• The design criteria which were employed to define the system

parameters are:

• A nominal limit cycle amplitude of ±0. 5 degree

• A nominal limit cycle firing time of 0.05 second

• A nominal limit cycle rate before capsule separation

of I deg/hr

• A maximum limit cycle rate less than Z0.6 deg/hr

(based on POP imaging requirements).

The nominal limit cycle characteristics are shown in the phase plane

plots of Figures E-ll and E-I2. For an initial rate of 18 deg/hr, the

cruise mode limit cycle acquisition is illustrated in Figure E-ll for a

5000 slug-ft 2 moment of inertia (representative of the spacecraft prior to

capsule separation). Figure E-I2 shows the cruise mode acquisition after

capsule separation from an initial rate of 22 deg/hr and indicates the high-

er limit cycle rate due to the reduced moment of inertia•

The maximum transit limit cycle rate (before capsule separation),

@Tmax' specified above (I deg/hr) is given in Equation (E. 50) as

• O T x ton

0Tmax = 2 = 1 deg/hr (E. 50)
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22.5

18.0

13.5

._ 9.0

F
o I _.5 _o.51

/
-9.0

- 0.75 - 0.5 - 0.25 0 0.25 0.5 0.75 1.0

DEG

Figure E-! I. Typical Limit Cycle Acquisition Prior to

Capsule Separation

O
w

22.5

18.0

13.5

9.0

4.5

-4.5

- 9.0

- 0.75

Figure E- 12.

- 0.5 - 0.25 0 0.25 0.5 0.75

DEG

Typical Limit Cycle Acquisition After

Capsule Separation
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where o•

e T = spacecraft angular acceleration

t = limit cycle firing time = 0.05 sec
on

From Equation (E. 50), the spacecraft angular acceleration can be corn-

puted as

•" = - z (E.51)OT = 0.0111deg/sec 2 0.194x 10 3 rad/sec

The corresponding torque required is given as

T = Imi n e T = 0.83 lb-ft (E.SZ)

where Imi n = minimum transit moment of inertia before capsule

s epa ration.

The corresponding jet thrust per nozzle may be computed from the

spacecraft geometry• A value of 0. 044 pound was computed.

It is considered desirable to maintain a constant thrust level and

firing time for all axes of the attitude stabilization system. Consequently,

since the moments of inertia vary from transit to orbit due to midcourse

and retropropellant firings and capsule separation, the limit cycle rates

vary.

orbit,

Based on in-orbit inertias, the maximum limit cycle rate during

@max' may be computed as

@ = 5.2 deg/hr (E. 53)
max

which is well below the 20.6 deg/hr maximum angular rate requirement

for the planet-oriented science payload•

2. 1. I Duty Cycle Characteristics

In the absence of disturbance torques, etc., the duty cycle charac-

teristics during transit and while in orbit are given on the following page.

E-32



a. Transit

For a 1 deg/hr maximum limit cycle rate and a i0.5 degree

threshold, the duty cycle per jet may be computed as

= pulses1 pulse 24 hr 177 days 4250 (E. 54)
hr x _ x transit jet

Since there are three control axes and two jets per axis, the maximum

number of pulses is 25, 500. For a firing time of 0.05 second per pulse,

the total firing time is 1275 seconds. Based on a specific impulse for

nitrogen of 60 seconds, the total fuel weight during transit can be computed

as

Transit fuel weight

b. Orbit

0.044 lb thrust x 1275 sec = 0.935 lb (E. 55)
= 60 sec

An orbit lifetime of 6 months is assumed for the fuel weight

computed below. Based on a maximum limit cycle rate of 5. Z deg/hr and

a _+0.5 degree threshold, the total firing time is 6630 seconds. The result-

ing fuel weight is 4.85 pounds.

Combining the results given above, the total fuel weight is

approximately 6 pounds. Although the calculations were based on a nomi-

nal limit cycle amplitude of ±0.5 degree, which is reduced to _%+0.25 degree

during POP imaging, the results are considered quite conservative since

maximum limit cycle rates were assumed during transit and orbit and

POP imaging occurs during a small percentage of the total mission time.

Z. 1. Z Switching Amplifier and Filter Selection

Figure E-t3 shows the switching amplifier and filter network portion

of the block diagram of Figure E-10.

From the previous discussion,

were given:

T =

t
on

T
O

the following parameter values

switching amplifier threshold = 0.5 deg

limit cycle firing time = 0.05 sec

gas jet torque output = 0.83 lb-ft
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2

o

TfS+I

Figure E-13. Switching Amplifier and Filter

Network Block Diagram

Selection of the filter time constant r

ments:

is based on the following require-

a) T >> 0.05 sec (ton)

b) T << tof f where tof f = limit cycle

off time = 700 sec minimum

Requirement a) is necessary to generate an accurate "derived rate" signal

since the switching amplifier output is proportional to the spacecraft angular
em

acceleration (e). Requirement b) is necessary to insure that the filter

output voltage (El) is essentially zero when firing is to occur. The filter

time constant selected is Tf = i00 seconds. Based on a hysteresis (h) of

0. I degree, the filter gain (Kf) can be computed as

h = 0. i deg = (To) (ton) = (0.83 Ib-ft) (0.05) (E. 56)

or

Kf = 240 deg/ft-lb
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The manner in which the error signal varies during the limit cycle

was also investigated to determine the margin which prevents a second

firing because of noise disturbances. Since the smallest margin occurs

with the lowest limit cycle rate, this situation was studied and a time his-

tory of the error signal for part of the limit cycle is shown in Figure E-14

for a hysteresis value of 0. 1 degree. As shown in the figure, a minimum

firing margin of approximately 0.07 degree exists for a 0. 1 degree hyster-

esis level.

0.6

.mini

O.4 f

W

0.2

0

Figure E- 14.

EON

EG

20 40 60 80 100

TiME (SI:C)

Error Signal Time History

During Limit Cycle

2. 1.3 Disturbance Torque Effects

Section i of this appendix presents a detailed analysis of the various

disturbance torques. Since solar radiation torque was shown to increase

fuel consumption greater than any other disturbance torque, its effect on

the normal cruise mode limit cycle characteristics was studied. For a

constar_ se!ar disturbance torque, the spacecraft attitude is given by

where

t

Olc

O
S

T D

I TD t2 " t+ 0 (E. 57)
O = 2 I - Olc s

= seconds after limit cycle switching

= limit cycle rate

= switching attitude (±0. 5 deg)

= solar disturbance torque.
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A typical limit cycle with solar torque is shown in Figure E-15.

(DEG/HR)

_s

_(DEG)

Figure E-J5. Typical Limit Cycle with

Torque Disturbance

The time to traverse from @ to @ and back to @ can be
s m s

computed from Equation (E. 58) by setting 0 = @ . Based on the maximum
S

effective solar disturbance torque (3. 5 x 10

cycle period (tic) is

2e I
Ic min

tic =

-5
ft-lb in orbit),

T D
= 1200 sec

the limit

(F,. 58)

t
lc

Since @ = 8 when t =
m 2

(0 s - @m) is

, the corresponding angular change

• 2
le

_ @ i ic - 0.42 deg (E. 59)
@s m = 2 T D

which indicates a limit cycle which fires on one side only as shown in

Figure E-14. Since the undisturbed limit cycle results in a pulse each

720 seconds (@ic = 5.2 deg/hr, T = 0. 5 deg), the total duty cycle and

actual fuel consumption are seen to be reduced by this amplitude distur-

bance torque.

An analog computer simulation of the normal cruise mode configura-

tion was run to verify the analysis presented above and to further investi-

gate the effects of disturbance torques. Figures E-16 and E-17 show the

limit cycle characteristics for various disturbance torque levels, moment

of inertia values and initial attitude errors and error rates and verifies

the above analysis.
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2. Z Acquisition Mode

This section describes an analysis of the acquisition performance

of the stabilization and control system. The results of the analyses have

been substantiated by a single axis analog computer simulation which is

discussed at the end of this appendix.

The normal operating acquisition configuration employs angular

rate signals obtained from rate gyros and position feedback obtained

from sun and Canopus sensors. The gas jets, electronic switching

amplifiers and derived rate filters are the same devices used in the

cruise mode attitude control system. The results of the study show:

• Sun acquisition may take as long as 20 minutes

• Canopus acquisition may take as long as 60 minutes

• Total fuel consumed for an initial acquisition, four

midcourse correction acquisitions, acquisition after

separation of the flight capsule and an acquisition

after deboost is less than I. 343 pounds

• These values can readily be changed by selecting

different nominal coasting rates

The results are based on nominal searching rates of 0.2 deg/'sec in yaw

and pitch and 0. 1 deg/sec in roll. Initial rates are assumed as high as

3 deg/sec about each axis for initial acquisition and acquisition after

separation of the flight capsule.

The backup configurations present methods for performing sun

acquisition without rate gyro information. These modes guard against

the possibility of a gyro failure. The acquisition schemes studied

proved inferior to the normal operating configuration and cannot be

considered alternatives to that design unless the sun sensor character-

istics are changed. The results of this study show:

a) The derived rate feedback can provide backup acquisition

capability in case of a gyro failure. However, acquisition

using the backup mode cannot be assured for all possible
combinations of initial rates and attitude errors.
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b)

c)

d)

e)

The backup acquisition can be considerably improved by

extending the derived rate limit from I0 to 50 degrees.

Acquisition can be further improved by decreasing the

derived rate feedback gain during acquisition.

An alternative change to b) and c) is to add a lead-lag

network to the output of the sun sensor.

Since the coarse sun sensor output saturates for large

error signals (see Figure E-18), no rate information

is available in the saturated region. Backup acquisition

performance could be greatly improved by providing a

sun sensor characteristic with a monotonically increasing

signal between + 180 degrees. However, since this sun

sensor characteristic may degrade the normal sun

acquisition performance, detailed tradeoff studies are

required to select the optimum sun sensor characteristic.

CRUISE SUN SENSOR

T

J ACQUISITION

GATE

SWITCHING AMPLIFIER

ACQUISITION SUN SENSOR

.......
I
L __SPACECRAFT REACTION I

Figure E-18. Yaw or Pitch Sun Acquisition Mode

2.2. 1 Normal Acquisition Configuration

The acquisition function is to establish the proper satellite attitude

at the beginning of the Mars trajectory, after midcourse maneuvers,

capsule separation and deboost. Control is then transferred to the cruise

mode for maintenance of this attitude. A saturating output characteristic

is provided for the coarse sun sensor to give a controlled slewing rate

for large attitude errors. A block diagram for the pitch/yaw channel is

shown in Figure E-18 and the roll channel is shown in Figure E-19.
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_RO,_S _,H_n SUn _COUISlTIOn

I
I

Figure E-19. Roll Canopus Acquisition Mode

Z.2.2 Sequence of Operations

The sequence of operations performed for acquisition is enumerated

below:

a) If the angular turning rates in pitch and yaw are greater

than a nominal rate, _N (0.2 deg/sec), the gas jets are
turned on to reduce these rates to the desired values.

The sign of _N is determined by the coarse sun sensor
so that the desired attitude will be attained in less than a

180 degree turn about each axis once _. has been attained.

The roll angular turning rate is drivenl_o zero. These

initial angular turning rates may be as large as 3 deg/sec.

b) The pitch and yaw channels continue at this rate (_hl) until

the angular pointing error of the individual channel-becomes

less than a nominal angle CN (--'2 deg).

c) At this point, the coarse sun sensor output is disconnected

and the fine sun sensor is switched in for fine pointing

control. The rate and position feedback are now linear

elements and the yaw and pitch channels are driven so

that the pointing errors are within the + 0.5 degree

deadband of the switching amplifier. _-_ may be selected

to approximate a deadbeat response. _Nometime during

this phase, the roll angular rate error signal is biased to

produce a roll rate of 0.22 deg/sec for calibration of the

magnetometer.

d) After sun acquisition is completed, the Canopus sensor is

turned on and Canopus acquisition begins.
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e) The roll rate is reduced to 0. 1 deg]sec and this rate is

continued until a star within the magnitude range of Canopus

comes into the Canopus sensor field of view.

f) When the Canopus sensor indicates lock onto a star, the

roll rate bias is removed, and deceleration occurs in the

roll channel until the rate approaches zero. The time of

this switching may be selected to approximate a deadbeat

response.

g) Acquisition of Canopus results in removal of the roll search

command and turn off of the gyros by internal command.

The system then switches into the cruise mode.

h) Following a midcourse maneuver, the initial rates are

approximately zero but the attitude is probably incorrect.
The pitch and yaw rates are raised to 0.2 deg/sec and

acquisition is accomplished following steps b) through g).

i) After the flight capsule has been separated from the space-

craft, acquisition is again performed to give the proper

satellite orientation. The initial angular rates may once

again be as high as 3 deg/sec.

j) After spacecraft deboost, acquisition is once again per-

formed following steps a) through g). The initial angular

rates are assumed nearly zero.

2.2.3 Design Considerations

The following factors must be considered in the design of the

acquisition system.

a. Fuel Consumption

Acquisition should attempt to minimize the fuel consumed. If

the loss of efficiency due to initial cross-coupling terms, terminal

overshoots and limit cycling is assumed negligible, the amount of fuel

consumed can be directly related to the change in satellite momentum by

the following relations:

fuel --
fo T I thrust Ispecific impulse

dt (E. 60)

fo fow dT It°rqueldt = l momentuml dt (E. 61)
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torque = 2 x thrust x moment arm (E. 62)

momentum = (inertia) (angular rate) (E. 63)

If we consider the above integration only where thrust _ 0,

T is the thrusting time and assume all parameters (thrust level, moment

inertia, specific impulse) are constant, the above equations reducearm,

to:

fuel = 9 x inertia
2 x moment arm x specific impulse

(E. 64)

where q is the integral of the absolute value of the changes in angular

rate. For the Voyager mission, the following parameter values are

assulned:

Thrust = 0. 044 Ib

Moment arm = 8.55 ft

Specific impulse = 60 sec

Single axis inertia _5000 slug-ft 2 initially

1800 slug-ft 2 after flight capsule separation

1500 slug-ft 2 after deboost

During the initial and post capsule separation acquisitions,

the initial rates may be as high as 3 deg/sec. This rate is reduced to _N"

As _N may be of the opposite sign of the initial rate, the rate change may

be 3 deg/sec + aN. This rate must then be brought to zero. During other

acquisitions, the initial rate is assumed near zero and the thruster must

raise the rate to qN and then reduce it to zero. Roll axis acquisition is

identical to a pitch or yaw axis acquisition except that the magnetometer

is calibrated only during initial acquisition. Define 91_ as the roll search

rate and 9M as the magnetometer calibration rate. The equation for total

fuel consumption then is

fuel = 0.9 + (0.5 + 0.3 N)$N + (0. 10 + 15N)_R + 0.5 9M (E. 65)
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If we assume _N = 0.2 deg/sec, _R = 0.1 deg/sec, _M - 0.22 deg/sec

andN-" 4, we get

fuel = 1. 343 lb (E. 66)

It should be noted that the dominant factor in fuel consumption is the reduc-

tion of the initial rates (0.9 lb). The coasting rates have relatively little

contribution for values around 0.2 deg/sec.

b. Acquisition Time

A reasonable estimate of acquisition time must be found in order

to size the battery. Sun acquisition is the time spent in thrusting to the

search rate (_N) plus the time spent coasting at the rate _N and decelerating

to zero rate. The longest possible thrusting time for initial acquisition is

the time it takes to decelerate from 3 deg/sec to 0 and then to _'N and then

back to 0. The acceleration is the torque (0.83 ft-lb) divided by the inertia

(about 5000 slug-ft2). This gives a thrusting time of t"_300 + 200[_N[ (in

seconds).

The maximum possible coasting time occurs when the satellite

coasts for 180 degrees (the sign of _'N is selected so coasting will always

be __ 180 degrees). This gives amaximum coasting time of 180]]_NI.

The total initial sun acquisition time is then given as

time = 300 + 200I NI + 180/I4NI (E.67)

For I NI =0.2 deg/sec, the time is approximately 20 minutes. Note that

Ifor this value of i_N , the coasting tirr_eis the principle factor in sun

acquisition time.

The roll acquisition consists of the time it takes to decelerate

from aM deg/sec to _p_ plus the coasting time to find Canopus plus the

time to acquire Ganopus (decelerate from _bl_). The satellite may be

required to coast a full 360 degrees to find Canopus, giving a maximum

roll acquisition time of approximately 60 minutes (practically all this

time is spent coasting).
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The sun acquisition after a midcourse maneuver requires

acceleration to aN plus the time to coast at most 180 degrees at this

rate plus the time to decelerate to 0 deg/sec. The total time is about

15 minutes.

The sun acquisition near the end of flight will require less

acceleration time than initial acquisition due to the smaller inertias.

The acceleration time will be changed by the ratio of the inertias, giving

a time of 91.2 seconds. The coast time will remain constant, giving a

total sun acquisition time of about 17 minutes. The Canopus acquisition

time will again primarily be used up in coast or about 60 minutes.

c. Sun Acquisition Parameter Study

The sun acquisition scheme should be designed so that fuel

consumption, time and the hardware requirements are minimized and an

acceptable terminal state is established for transition into the cruise

mode. The cruise mode has a nominal limit cycle amplitude of __+0.5

degrees and a rate of 1 deg/hr. It is desirable to have a rate feedback

gain sufficiently high to reduce rates to values approaching this limit

cycle rate when the position error is reduced to an acceptable value.

Increasing the rate feedback gain, however, increases the gyro noise

sensitivity and increases the acquisition time in the case that the rate is

much less than the nominal aN (0.2 deg/sec) when the pointing error is

{bN (2 degrees).

One of the schemes that received attention incorporated a

coarse sun sensor characteristic with a constant output for commanding

slewing and a deadzone which bracketed the fine sun sensor operating

range. The phase plane switching lines for this configuration are shown

in Figure E-20, for a gain value K of 500 seconds.

With K set at 500 seconds, the following characteristics were

found.

a)

b)

The biased rate will be followed within the deadzone of the

torques or within 0. 001 deg/sec.

If the angular velocity is aN at 2 degrees pointing error,
the design shown gives an essentially deadbeat response
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Figure E-Z0. Switching Lines for a Pitch or Yaw

Acquisition Control Channel

with the rate and pointing error going approximately to
zero at the same time. The time it takes to decelerate

from _. is._.lO0 _.. If _. is 0.2 deg/sec, this becomes
iN iN . IN .

20 seconds. In some unhl_ely acquisition cases, the rate

at 2 degrees will not be _. but rather lower Lower initial

rates will give setthng times approaching 500 seconds.

However, this condition cannot occur during the same

acquisition phase that consumed 15 minutes of coasting

time as, if the satellite coasts, it will assume the _bNrate.
_'- _'+_1 acquisition ,_n,_ r_n then he ignored..IL JJ..I. _ _I.I_I.'.t.JI.4.1,.I.'_./.I.Ae.._,L .............

c) The deadzone of the torquer will also allow a rate as high

as 0.001 deg/sec when cruise is initiated. This is higher

than the nominal limit cycle rate of 0. 0003 deg/sec and
must be damped out in the cruise mode.

d. Canopus Acquisition Parameter Study

The roll channel acquisition is much the same as the pitch and

yaw channels except for the changes necessary to accommodate the

different characteristics of the Ganopus sensor. The Ganopus sensor has

a roll field of view of just 4 degrees, preventing knowledge of which size
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the roll channel rate bias should be to insure no more than a 180 degree

rotation (hence the potential 360 degree rotation). Because of the lower

nominal torquing rate of 0. 1 deg/sec, the Canopus sensor need only have

a linear field of view of + 0.5 degree and saturation beyond this point
2

(which yields a deadbeat response for a 0.01 deg/sec torquing rate with

a response time of I0 seconds). A rate feedback gain of 500 seconds is

selected for the same reasons given above.

e. Cross Coupling

In the preceding discussion, the effects of inertia cross-

coupling have been neglected. The following is a justification for this

assumption. If co , co , and co represent the projections of the body
x y z

angular rates _ on the spacecraft principal x, y, z axes respectively,

and if I , I , and I are the corresponding moments of inertia, the
x y z

dynamical equations are of the conventional Eulerian form shown below:

I g = (I - I ) co _o + T
x x Y z y z x

I o3 = (Iz -I ) o2 o_ + T (E.68)
y y x z x y

I & = (I - I ) ¢0 _o + T
z z x y x y z

where T , T , and T are the control torques along the axis in question.
x y z

The generalized momentum of the above is:

and

M= V(Ix0_x)2 + (Iy0_y)2 + (Iz_0z)2 (E. 69)

ICI = _(IxCOxT + I _ T + Iz_OTz]/Mj! (E. 70)x y y y

From Equations (E. 69) and (E. 70) it can be seen that M is

always positive and if T.I is proportional to -sgn(_oi), _i is always negative.

This establishes a Lyapunov function, demonstrating asymptotic stability

in the large for such a control system. It can also be seen that the total
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momentum is reduced in proportion to the momentum reduction that would

be made if the three axes were considered as separate, uncoupled control

systems obeying the laws:

I_ =T
X X X

I_ =T
YY Y

I _ = T (E.71)
z y z

and still considered the total momentum

It can then be concluded that the Eulerian coupling can be

ignored when making calculations for the effect of control torques on

momentum removal if only rate feedback terms are used. If T and T
x y

control laws are biased by a small aN, the above conclusions still

essentially hold until the attitude is within @N of the correct attitude. The

attitude control merely provides a rate bias until then with the rate feed-

back providing the only actual stabilization. The cross-coupling can then

be ignored before the attitude comes to within @N of the final value and

with aN sufficiently small, they can certainly be ignored afterwards.

2.2.4 Analog Simulation Results

Sun acquisitions for various initial conditions and inertias were

simulated on the analog computer and the results agreed with the analysis

to within the noise region of the simulation. The primary differences lay

in the switching point. The simulation as scaled could not attain a repeat-

able switching point with accuracy greater than + 20 percent. This has

little effect on fuel consumption but does lengthen the acquisition time.

Sample acquisitions are shown in Figures E-21 through E-24 showing

acquisitions respectively for: 180 degree attitude error, no rate, high

inertia; no attitude error, 3 deg/sec, high inertia; 180 degree attitude

error, no rate, low inertia no attitude error, 3 deg/sec, low inertia.

E-47



0,

0,

200 160 120 80 40 0

ANGULAR POSITION ( DEG )

Figure E-21. Initial Sun Acquisition with

Initial Rate and 180-degree

Position Error

0.96

Figure E-22. Initial Sun Acquisition with

Initial Rate +3 deg/sec,

No Position Error

0

0.96

c
o

_.92

2.88

3.84
50O

\

400 300 200 100 0

0 ( DI_G )

0.2

0.1
Figure E-23. Acquisition After Deboost with

Initial Rate and 180-degree
Position Error

0
200 160 120 80 40 0

ANGULAR POSITION (DEG)

Figure E-24. Acquisition After Deboost

with +3 deg/sec Initial Rate,
No Position Error

6

o
z

-2

-3

300 200 100 0

ANGULAR POSITION (DEG)

E-48



It is noted that for these acquisitions, the derived rate feedback was

disconnected from the electronic switching amplifier. Acquisition with

the derived rate feedback is discussed in Section 2.2.5. The high inertia

cases represent an initial acquisition; and the low inertia cases, acqui-

sition after deboost. The following table compares the fuel consumption

calculations with those found in the simulation. This demonstrates the

close correlation between the analysis and simulation.

Calculated Fuel Consumption (lb) Simulated Fuel Consumption (lb)Figure

E-21 0.034 0.032

E-22 0.272 0.261

E-23 0.010 0.009

E-24 0.082 0.079

2.2.5 Acquisition With Derived Rate Feedback

The previous paragraph discussed acquisition with the derived rate

feedback disconnected. It would be functionally simpler if the derived

rate were not removed. The effect of derived rate feedback is to change

the torques from an essentially on-off switch with a deadband to a

modulator. This increases the rate damping but reduces the duty cycle

from unit to a value somewhat less. The overall result is to have no

effect for large rate or angular errors and slow the settling time when the

attitude error is within Z degrees when the fine sun sensor is switched

in. The properties of derived rate feedback are further discussed in

Section_ 2_ 2.6. A stability problem, however, can exist at the point where

sun sensors are switched. A large change in voltage levels as is now

scheduled may cause a limit cycle at one of the switching points.

Figure E-25 demonstrates this instability. Further detailed studies are

requred to insure that inclusion of the derived rate feedback does not

significantly degrade the acquisition performance. The motivation for

maintaining the derived rate feedback during acquisition is that, in

addition to simplifying the switching logic, automatic backup of the rate

gyros is achieved.

E-49



0.2

fr

0.1

< 0

Z

-01

-0.2
200 160 120 80 40 0 - 40

ANGULAR POSITION (DEG)

Figure E-Z5.

2.2.6 Backup Configuration

Initial Acquisition of Baseline

Configuration and De rived Rate

The purpose of this section is to investigate the performance of

various acquisition configurations that do not need gyro information. The

dynamic model of the spacecraft for use in single-axis attitude control

channel studies is a double integration relating applied torque to attitude

displacement. For stability, rate information is necessary. If gyros are

not available, the celestial sensors or knowledge of when thrusting occurs

must provide the rate information. The two means of extracting rate in-

formation that were studied are derived rate feedback and a lead-lag net-

work on the output of the sensor. Both techniques have performances

very closely associated with the sensor characteristics. These two designs

as well as the effects of redesigning the sensors are discussed in more

detail below. In all cases, and single axis--sun oriented channel is studied.

Later, a separate discussion for the Canopus channel is presented.

2.2.7 Derived Rate

A block diagram ofa derived rate backup acquisition channel is shown in

Figure E-26. The coarse sun sensor output characteristic shown here is

double valued as discussed in Section 1.5. As the thrusting level is a con-

stant, all the necessary information about system performance can be found

from consideration of firing on and off times and those points where the gas

jets condition changes. When the gas jets are not firing, the following

relations exist:
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Angular rate = 9 = 9 o

Angular position = 9 = 9o + 9ot

Derived rate output =R =R e
o

-t/Y

Sensor output = P = P(@)

Error signal = c = -P - R

SWITCHING AMPLIFIER

AND TORQUER

I
RLIMIT
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D£RIVEDKrs+IRATE

SUN SENSOR ]

Figure E-Z6. Block Diagram of Derived

Rate Backup Acquisition

System

where subzero denotes state at beginning of nonfiring condition. When the

gas jets are firing, the following relations exist:

= _o+ at

• 1
9 = 9o + 9ot +_ at2

R=R
o

-t/T
e + T K(I - e -t/T )

0

P = P(9)

E =-P-R

To = JTol sgn (,)

where the subzero denotes state at beginning of firing condition.

a = Angular acceleration

T = Gas jet torque
O

The following two observations aid in understanding the operation.

First, if, for a large 90, the gas jets are turned off, R "-@o" As R
-t/T O

decays at e , this indicates that 9 is commanded to decay at the same

rate. The value for T determines how rapidly the attitude is commanded

to approach zero. Second, if the gas jets are turned on, they will remain

on largely dependent on KT and Y. The larger KT o, the smaller theo
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on-time. In other words, the velocity is commanded to change a smaller

increment. It can now be seen that T determines the magnitude of rate
control commanded and K and T determine the extent of the control

exerted if the system does not behave as desired.

As larger initial attitudes are encountered, larger voltages from
the derived rate network must be available. The derived rate network

must also produce a satisfactory voltage equivalent to the 0. 1 deg hysteresis.

This places additional demands on the dynamic range of the network. From

a design standpoint, it is desired to maintain a dynamic range no greater
than 100:l to 200:1. This indicates that the network will saturate at a level

corresponding to between 10 and 20 degrees. If the derived rate output is

saturated, only position information is available for attitude control. There

will be no rate stabilization or damping for attitude error situations result-

ing in feedback signals greater than the limit. The result is a conservative

system in the saturated region, and a complete spacecraft revolution gives

no net change to angular momentum. This situation is wasteful of fuel and

may adversely affect acquisition time. The indications are that perform-

ance will be improved as the dynamic range of the derived-rate feedback
is extended.

As the attitude approaches 180 degrees, the coarse sun sensor gives

a decreasing voltage yielding a slope of opposite sign from what it should
be (l5 _- _). This causes incorrectly signed rate feedback. This behavior

may cause torques which increase the angular momentum when it is already

excessible for acquisition. Control in this region may then result in ex-

cessive fuel consumption and even slower acquisition time. However, as

the existing sun sensor can not differentiate between 180 and 0 degrees and

position control is desired for any attitude, the following studies will as-

sume this undesirable characteristic. A change in the sensor characteris-

tics to be monotonic between ±180 degrees does greatly improve acquisition

performance in the region near 180 d_grees where the derived rate signal
is not yet saturated.

The above discussion demonstrates that acquisition using derived

rate feedback for rate information is improved by:
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• Extending the derived rate dynamic range

• Using a monotonic sun sensor characteristic in the interval

±180 degrees

• Choosing a T properly tuned with T and the spacecraft
inertias o

• Decreasing K until a satisfactory control duty cycle can

be achieved.

As the present designs are considered as backup designs, it is desired to

achieve a satisfactory acquisition with as little alteration in the selected

cruise mode as possible.

The analog computer was used to study quantitatively the use of

derived rate as a backup acquisition mode. The nominal cruise mode

configuration (T = i00 sec, K = 240 deg/ft-lb, Rlimi t = I0 deg) was studied

to find what initial condition space could be adequately acquired. Adequate

acquisition is defined for this study as acquisition within less than three

complete rotations of the spacecraft. Due to the characteristics of the

sun sensor, the 180 degree attitude error is the most restrictive for allow-

able initial rates. At 180 degree attitude error, the largest allowable rate

was 0.5 deg/sec. A phase plane plot for this acquisition is shown in Fig-

ures E-27 and E-28. curve a. Figure E-27 is for the highest expected

spacecraft inertia as will be the case for initial acquisition and Figure E-28

is for the lowest expected inertia as will be the case after deboost. The

effect of raising the derived rate limit from I0 to 50 degrees is shown by

curve b. The effect of lowering the derived rate gain to i00 deg/ft-lb as

well as raising the limit is shown in Figure E-29 and Figure E-28, curve d.

The fuel consumption for these cases at the high inertia were:

curve a = 1.23 pound, curve b = 0.533 pound, Figure E-29 = 0.35 pound

versus 0.05 pound for the configuration using rate gyro feedback. The

fuel consumptions for these cases at the low inertia were: curve a = 0.930

pound, curve b = 0. 140 pound, curve d = 0. 141 versus 0.015 pound for the

rate gyro configuration.

2.2.8 Lead-lag Compensation

Another means of extracting rate information from the sun sensor

output is the use of a lead-lag network. This method has been extensively
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studied and is now used for OGO. The configuration is shown in Figure

E-30. The use of a lead-lag network has the advantage over derived rate

in that there is no initial rate error. This is because the derived rate

network merely integrates changes in angular velocity but does not account

for initial attitude rate errors. However, lead-lag networks suffer from

the inability to give the effective high ratios of rate to position gain possible

with derived rate. Practical design considerations on lead-lag networks

typically limit the lead time constant to values such as 20 seconds and the

lead to lag ratio to i0. Due to the limitations on the allowable lead, better
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results may be obtained if a lead-lag network is used in conjunction with

the derived rate feedback. Curve c in Figures E-27 and E-28 show the

phase plane trajectories for acquisition from 180 degrees initial position

error and 0.5 deg/sec initial rate using a lead-lag network and the derived

rate feedback. The curves are for a lead-lag network with a lead-lag

ratio of I0 and a 2-second lag time constant, together with the cruise

derived rate feedback for the heaviest and lightest expected inertias of the

spacecraft. The data shown in curve c in Figures E-27 and E-28 indicate

that although the acquisition performance is improved by including the lead-

lag compensation, the negative sun sensor slope for attitude errors in ex-

cess of 90 degrees significantly degrades the acquisition performance.

This performance can be improved considerably by sun sensor character-

istic which increase monotonically with attitude error.

2.2.9 Canopus Backup Ac(_uisition

Because of the narrow field of view of the Canopus sensor {±2 deg)

and the possible tipoff rates (3 deg/sec), operation of the roll rate sensor

may be required for the initial Canopus acquisition. Provision has been

made, however, for a ground controlled incremental roll maneuver mode,

such as employed on Mariner C. This mode is identical to the roll axis

reorientation mode with the exception that the precision torquing current

is controlled by fixed timers which results in a fixed incremental roll

attitude change. In addition, provision has been made for direct ground

control of the roll axis jets. These modes provide backup control for

Canopus acquisition and for the high-gain earth pointing antenna.

2.2. I0 Analog Computer Simulation

A single axis analog computer simulation was conducted to aid in the

acquisition study. The simulation is for the two sun acquisition axes. The

characteristics of Canopus acquisition can readily be extrapolated from the

results due to the similarity of the control channels. Linearized dynamical

equations with no cross-coupling is assumed. The equations simulated are

shown below. The computer block diagrams are shown in Figures E-31,

E-32, and E-33. Figure E-31 shows all the simulation but the sun sensors.

Figure E-32 shows the gyro rate feedback and rate command logic simu-

lated for the baseline configuration. Figure E-33 shows the coarse sun

sensor simulation.
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Equations Simulated:

_'_ 57.3 T
I o

= _o +f_ dt

= 9o +f_ dt

P = _ if I_J -_ 2 deg % for baseline

J0.2 K sgn (¢) if J¢1 _ 2 deg

acquisition

P = sin ¢ for backup studies (this is simulated by a diode

function generator)

e

TR + R = KTo, JR] 5 Rlimi t

¢(s) = -P - R - 500 $ for baseline acquisition

- k-_2 s + -R for lead-lag compensation

= -P - R for derived rate backup

T = 0 if J' I -_ 0.4 deg or if 0.4 deg ¢ I'
O

the jet has not yet fired.
__ 0. 5 deg and

= ITol sgn , if I'l -_ or if 0.4 --_ 'l *: 0.5 and
the jet has already fired.
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2. 3 Maneuver and Inertial Attitude Hold Modes

Attitude reorientation is required to maneuver the spacecraft for the

midcourse velocity correction, capsule separation and deboost phases of

the Mars trajectory. Following reorientation, the desired attitude is

maintained by the inertial attitude hold mode. The desired spacecraft

attitude is determined by ground computation, transmitted to the space-

craft and stored in the CS and C prior to initiating the maneuver. Gyro

torquing current generators produce a precision current that will command

the desired reorientation attitude. In the maneuver sequence, a roll turn

is made followed by a pitch turn. In some cases, a second roll turn may

be required to enable the high-gain antenna to point to earth.

It is desired to select an attitude control mode which will

satisfactorily accomplish reorientation and attitude hold with a minimum

of special switching circuits and design changes from existing control

mode configurations. Aided by an analog computer simulation, the

following three configurations were studied:

1) Position gyro reference

2) Lead-lag compensation of the position gyro signal

3) Position plus rate gyro control.

To simplify the switching logic, derived rate feedback was maintained

around the on-off electronic switching amplifiers. Results of the

simulation show that all three configurations give satisfactory reorienta-

tion and attitude hold performance. The configuration employing position

1"= - _1 Ig'_£ " _-._4--;,._.,._ ]gyro reference with derived rate zeeuu_K _u=,=_ ......... ) has been

selected as it is the simplest and most reliable design. A block diagram

of the selected configuration is shown in Figure E-34.

Comparative single axis reorientations using Configurations i, 2,

and 3 for a 50-degree maneuver and a 0.2 deg/sec gyro torquing rate

were studied on an analog computer and are shown in Figures E-35, E-36

and E-37 respectively. Several runs were made for each configuration

with various derived rate filter limits. The general conclusions reached

from the study are:
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Figure E-34. Single Axis (Pitch, Roll) Reorientation

Block Diagram

a) For each configuration, there exists an optimum derived

rate limit which is proportional to the torquing rate.

Based on a 0.2 deg/sec torquing rate, the optimum limit

for the selected configuration appears to be 20 to 23

degrees.

b) Position plus rate gyro control with derived rate feedback

(Configuration 3) provided the equivalent of over-critical

damping and did not significantly improve performance over

Configuration i.

c) Lead-lag compensation with derived rate feedback

(Configuration 2) provides near optimum performance.

Table E-3 lists the fuel consumption for the various acquisitions.

Note that all configuration s but the lead-lag consume considerably more

fuel than the ideal requirement which is determined by the impulse needed

to develop the acquisition rate and then remove it after the commanded

turn has been completed. Even the inefficient modes, however, consume

a small quantity of fuel when compared to the i. 3 pounds that may be

consumed during initialacquisition. The additional fuel consumption used

by the cruise mode configuration is well worth the simplicity in design

achieved.

2.4 Thrust Vector Control Mode

This section presents an analysis of several thrust vector control

(TVC) system mechanizations which were considered for the midcourse
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Table E-3. Fuel Consumption for Various Reorientation Configurations

Figure

E-35

E-36

E-37

Curve

No limit in derived rate

No

Fuel

Con sumption

(ib)

10-deg limit 0.

12-deg limit 0.

15-deg limit 0.

20-deg limit 0.

23-deg limit 0.

limit in derived rate

10-deg limit

5-deg limit

1-deg limit

5-deglimit, i0:I rate/position ratio

5-deg limit, 20:1 ratio

5-deglimit, 40:1 ratio

10-deg limit, 20:I ratio

l-deg limit, 20:I ratio

l-deglimit, i00:I ratio

Ideal

0.0485

156

132

103

071

0490

0.0450

0.0424

0.0363

0.0540

0.0730

0.0728

0.0737

0.1460

0.1758

0.1420

0.0340

velocity correction and deboost phases of the Voyager mission. Two

spacecraft propulsion configurations were studied which consisted of:

I) a low thrust monopropellant engine for the midcourse velocity correction

and a high thrust solid rocket engine for deboost (Configuration A or C)

and 2) a bipropellant engine configuration which is used for both the mid-

course velocity correction and deboost maneuvers (Configuration B). For

both of these configurations, the TVC system maintains stability about the

spacecraft pitch and yaw axes. Roll stability is obtained through the roll

axis inertia/ attitude hold mode.

E-64



2.4. 1 Configuration A or C

a. Midcour se Correction

Pitch and yaw axis control during the midcourse velocity

correction is accomplished by jet vanes. A block diagram of a single axis

jet vane control system is shown below in Figure E-38.

Figure E-38. Midcourse Jet Vane TVC Block Diagram

whe re

5. = Jet vane position
J

5tv = Thrust vector deflection

T = Engine thrust = 50 pounds

i = Moment arm from thrust chamber to c.g.
c

I = Principal axis moment of inertia

K. = Attitude error gain
J

@ = Spacecraft attitude

_. T. = Lead time constant
J J

Based on a criterion of one-half the maximum jet vane

deflection for a 1/2 degree pointing error, an attitude error gain of 25

was selected. The maximum jet vane deflection and the ratio of jet vane

deflection to thrust vector deflection were taken from Mariner C data
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and are 25 to 5 degrees, respectively. This lead-lag time constant (_j)

is 0.2 second and the lead ratio (_i) is I0. The lead-lag compensation

parameter values listed above were selected on the basis of providing

satisfactory closed loop response characteristics with reliable hardware

components. Figure E-39 shows a root locus plot of the rigid body control

mode, neglecting actuator dynamics, and illustrates the variation in

closed-loop roots over the extreme range of system parameters (Tfc/I)

during the midcourse velocity correction.

_ MIN

)e---O-D

-5 "_% MAX

MA×.....

C
i_ ti w

15

(7 --_ii,-

(2)

--i.5

.I
-I

Figure E-39. Midcourse Jet Vane TVC

Root Locus Diagram

As shown in Figure E-39, essentially constant closed loop

response characteristics are maintained for the pitch and yaw axes during

the midcour se maneuver s.

Due to the proximity of the effective gimbal point to the center

of mass (c.m.) and the lateral c.m. uncertainties, thrust vector offset

angles are generated. Based on current data for Configuration A or C,

the 3_ thrust offset angle is approximately 0.4 degree. The resulting

attitude error is 0.08 degree. The net result is, however, an effective

0.48 degree thrust offset angle since the attitude error and thrust offset

are additive.

Roll attitude stabilization during the midcourse maneuver is

maintained by the roll axis inertial attitude hold mode which is discussed

in Section 2.3.
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b. Solid Rocket Deboost

Pitch and yaw axis control during the solid rocket deboost

maneuver is obtained by liquid injection thrust vector control. A block

diagram of a single axis TVC system is shown in Figure E-40.

i"o y LLj, LLji

Figure E-40. Solid Deboost TVC Block Diagram

The moment of inertia (I) and the control moment arm (Ic)

remain essentially constant during deboost (solid tank located close to

center of gravity); therefore, the loop gain parameter (Tlc/I) is seen to

vary in direct proportion to the thrust level. Representative curves

showing thrust time histories for various solid motors indicate a thrust

variation by approximately a factor of four (16000 to 4000 pounds) up to the

last i0 seconds of burning (based on a total burning time of approximately

I00 seconds). Due to the relatively high thrust levels at deboost compared

to _m_idco1:.rse (16,000 ib max/50 ib max), the loop gain parameter (Tlc/I)

is correspondingly higher which permits a lower attitude error gain (El).

The lead-lag time constant selected is 0.05 second and the lead ratio (_l)

is i0. Figure E-41 shows a root locus plot of the rigid body control mode

for an attitude error gain (Kl) of two and indicates the maximum variation

in closed loop roots during 90 percent of the burning time.

A possible problem with the solid rocket TVC system is the

thrust vector offset angle resulting from lateral c.m. uncertainties and

the relatively short control moment arm (~ 15 inches). Based on a
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Figure E-4t. Deboost TVC Root Locus Diagram

lateral c.m. uncertainty of 0.2 inch, the maximum thrust vector deflection

is approximately 0.75 degree. Due to the injection fluid required to

maintain this thrust vector deflection, tight control of the lateral c.m.

uncertainty is indicated. Estimates of the lateral c.m. control achievable

by proper appendage location and standard balancing techniques indicate

that a 0. l-inch uncertainty is possible.

Due to the high thrust levels obtained with the solid rocket and

the present center of gravity uncertainties, the roll disturbance torque

level may exceed the normal inertial attitude hold control torque. As a

result, a requirement may exist to increase the roll axis jet thrust level

during the deboost maneuver. Based on data available from solid propelled

vehicles, the disturbance torque may be as large as 3 ft-lb. Since the

effective moment arm due to the two roll jets is 19 feet, a thrust level of

approximately 0.5 pound may be required. Roll attitude stabilization

during deboost may, therfore, require a separate pair of high thrust jets

which could operate through the normal roll attitude inertial hold mode.

The requirement for separate gas jets for roll stabilization will be re-

evaluated when the spacecraft goemetry, c.m. , and propulsion

uncertainties are better defined.

In addition to the thrust vector control system, a spin

stabilization scheme was considered for the deboost attitude stabilization.

Results of this study indicate the following:
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A minimum rate of 2.6 rad/sec is required to maintain

the thrust vector angle within ±I degree

The resulting centrifugal acceleration (2. 1 g) increases

the required lateral structural loading and imposes additional

requirements on the appendages.

Figure E-42 shows a curve of the thrust vector offset angle as a

function of spin rate and indicates an optimum spin rate of 3.6 rad/sec for

a l-second spinup time.

S°l I
I

_60

o_u

,i

0 2 4

Figure E-42.

Jc
I
8 10

SPIN RATE (RAD/SEC)

Thrust Vector Offset

Angles versus Space-

craft Spin Rate During
Deboost Maneuver

Figure E-43. Gimballed TVC Block

Diagram

2.4. 2 Configuration B TVC Studies

Unlike Configurations A or C which employ separate engines for

midcourse and deboost, Configuration B utilizes one thrusting engine for

all velocity corrections. Consideration was given to two bipropellant TVC

system configurations. Initial studies were made of a conventioE1al

gimballed thrust chamber system and later efforts were directed to a

lateral displacement configuration.

Figure E-43 shows a block diagram of a single-axis (pitch or yaw)

gimballed engine TVC system.

Root locus studies were made to determine control system gains

which would yield satisfactory attitude response characteristics during

the midcourse correction and deboost phases of the Mars trajectory.
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Based on a criterion of one-half the maximum thrust vector deflection for

a i/2 degree pointing error and an assumed maximum thrust vector deflec-

tion of + 15 degrees, the attitude error gain was computed as 15.

Figure E-44 shows a root locus plot of the rigid body control mode neglect-

ing actuator dynamics and illustrates the variation in closed-loop roots
for the extreme range of system parameters (T_c)from midcourse
correction to deboost. I

K R 7.5 sec

'_MIN

 MAX O 2

- -i2

Figure E-44. Gimballed TVC Root Locus Diagram

As shown in Figure E-44, satisfactory closed-loop response characteris-

tics are achieved for both the pitch and yaw axes from midcourse correc-

tion through deboost with constant attitude error and attitude rate gains.

For the configuration studied, the thrust vector control moment

arms (_c) were approximately 30 inches and i0 inches for the midcourse

correction and deboost phases of the Mars trajectory, respectively.

Figure E-45 shows a plot of the trim thrust vector angle (_trim) for the

two thrust vector moment arms (l) given above versus center of gravity
c

offset. Based on a maximum c.m. offset of 0. 5 inches, a trim thrust

vector angle of approximately 3 degrees is required for deboost. Due to

the magnitude of these trim thrust vector deflections, consideration was

given to a lateral displacement control actuator scheme.

3. GYRO REFERENCE ASSEMBLY TRADEOFF CONSIDERATIONS

The purpose of this section is to describe in some detail the various

gyro reference assembly (GRA) configurations which were considered for

the Voyager mission. These configurations were originally selected on
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the basis of meeting the system operational requirements with high reli-

ability. A preliminary study was then made of each of these configurations

in order to arrive at what is presently considered to be an optimum choice.

In addition to the configuration tradeoff studies, the major gyro

manufacturers were contacted for information concerning the status and

performance of their instruments which appeared to be suitable for the

Voyager application. These results are discussed below.

The major results of this initial configuration tradeoff study are

summarized in Table E-4. Note that the quantities tabulated represent

estimates of the performances of a final design. The present configura-

tion choice is No. 4 which consists of three heated single-degree-of-

freedom gyros and associated electronics. The three gyros can be elec-

trically caged with a feedback loop which then provides thre_ axes of

spacecraft angular rate information. By means of switching, the loops

can be opened, in which case the gyro output signals are proportional to

spacecraft angular position. A constant current source and polarity

switching device are provided to torque the pitch and roll gyros to achieve

spacecraft reorientation. This configuration is one of the simplest in

terms of required circuitry, and represents a conservative solution of the

design problem. Gas bearing gyros are utilized in order to increase

reliability and heater power is provided to stabilize the gyro temperature
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Figure E-46. Gyro Control Loop (Closed Loop With VCO Integration)
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Figure E-47. Gyro Control Loop (Closed Loop with Capacitor Integration)
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Figure E-48. Gyro Control Loop (Closed Loop With Pulse Torquing)
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Figure E-49. Gyro Control Loop (Open Loop)
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and thus avoid large variations in gain and eliminate the presently

undefined changes in fixed drift. The disadvantage of this configuration

is the heater power required and also the associated requirement for

temperature control electronics. Currently in the Voyager design, the

requirement for heater power does not appear to be unreasonable relative

to available spacecraft power. However, should this become a problem

after further study, a modification of the gyro reference assembly is

possible. In this case, a study of eliminating the requirement for heater

power would be undertaken and the possibility of compensating for the

gyro temperature sensitivities would be investigated.

The gyro characteristics suitable for this application are listed in

Table E-5. These characteristics are considered to be conservative rela-

tive to instruments that are presently available from gyro manufacturers.

3. 1 General

The purpose of collecting the data for presentation in Table E-4 was

to quantitatively assess the relative merits of reliability, weight, and

power among the various configurations studied. It should be obvious that

each number is a preliminary estimate based on an accounting procedure

and a number of assumptions. For instance, the reliability numbers are

based on estimates of the electronics part counts and estimates of the

various component failure rates which in some cases are not well

e stablished.

In spite of the estimations, Table E-4 is useful to detect relative

shortcomings between the various configurations and to establish pre-

liminary performance estimates. The final configuration choice was

based on this table plus some other considerations. Circuit complexity

was minimized and the configuration avoids some potential design

problems (gyro temperature sensitivity) which are presently not well

understood. As a result, this choice is considered conservative and well

within the present state of the art. Further study may result in a revision

of this choice at a later date in order to improve reliability and/or reduce

power and circuit complexity.
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Table E-5. Preliminary Specifications of a Gyro

for the Voyager Mission

Weight

Size

Gimbal gain

Input axis angular freedom

Gimbal freedom

Gimbal bearing

Motor

Type

Excitation

Starting power

Running p owe r

Signal generator power

Spin bearing

Long term drift

G-Insensitive

G-Sensitive

MT BF

1 lb (max)

2 in. diameter x 3 in.

0. 6 = Output Angle
Input Angle

±5 deg (rain)

±3 deg (output axis)

Pivot and jewel or flexure

1ong

at 140°F

Synchronous hysteresis, 4 pole

Two-phase square-wave 800 cps

i0 watts peak for less than 45 sec

2 watts (max)

4100 cps, 0.5 watts (max)

Hydrodynamic with notches added

to the journal portion

Initial value s0. 3 deg/hr (max)

Stability 0.4 deg/hr, 3o-, 1 yr

Initial value ±i. 0 deg/hr-g (max)

Stability 0.7 deg/hr-g, 3o-, 1 yr

106 hr

3.2 Reliability

The reliability estimates were based on the following mission time

intervals and component failure rates:

a) Cruise Phase - i01 hr of GRA operation

b) Thrust Phase - 0.38 hr of GRA operation during velocity
correction maneuvers.
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Assumed Failure Rates

Component

Analog integrated circuit
Digital integrated circuit
Transistors

Power transistors
Resistors
Diode s

Tantalum capacitors
Mylar capacitors
Transformers

Gyros (gas bearing)

Failures per 109 hr of operation'_

80

35

50

130

8

40

20

30

120

I000

".'-'Thisis failure rate during the cruise phase, to obtain failure rate

during the thrust phase multiply by i000.

Failure rates for those time intervals during which the system is not

operated were, for the purpose of this study, assumed to be zero. While

this assumption is probably not valid, realistic failure rates under storage

(or cruise) conditions are not available. It is thought that including this

effect in the analysis would not materially affect the relative standings of

the various configurations.

3. 3 Gyros

Seven gyro manufacturers provided information on units applicable

to the Voyager mission. Those units most closely suited to Voyager are

listed in Table E-6. Based on presently available information, each of

these gyros is considered capable of meeting the required applicable

performance criteria with the exception listed in Table E-5.

3.4 Configuration Descriptions

3.4. 1 Configurations 1 and 2: Closed-Loop with VCO and Capacitor
Integration

Configurations 1 and 2 are to some extent functionally similar and,

where appropriate, the basic descriptions will be combined. Referring to

Figures E-46 and E-47, these configurations consist of unheated single-

degree-of-freedom gyros each with analog caging between the gyro pick-

off and torquer. An electrical voltage proportional to torquer current is

obtained and used as a spacecraft angular rate signal during the acquisition

maneuver. Angular position information is obtained by integration of the

E-77



0

g_
°,-I

_D

c_

0

09

-_

_o_ _o_ o
_._ _o_O_ 0

_o_ _o_ o

OD 0 BD

_ o ®_ •

• ,_ _) ._._ ,._

_-_ 0.5 _-_ o

0

O_

o

_._

.,...I

,._._ ,-_

• _:_

m f_ Ca

0

0

0".

c_
"_ 0" O0 O0 0 O0

4_

o

_3
o

<

_2

_o
oD

° _2 "_

_ _d dd _d d_

o

0

0

.d

0

V

0 I._ 0 uc_ 0 0

V V V V

!

o
,.--I

,.a

Z

nD
o

L_

oh
0",

_l _ 0

_ o o u,h

_D [D

0

0

>, o _ _

_ o o _D

P-_ 0 _ .,-4 0 0

_ "¢ _ _ Z

E-78



angular rate signal and the implementation of this capability results in the

difference between the two configurations.

Configuration 1 uses an analog to digital converter and digital

register to perform the required integration. The previously mentioned

rate signal is applied to the input of a voltage controlled oscillator which

in turn provides an output signal with a frequency proportional to the input

voltage. This output signal is counted by an up-down register and the

change in total count is proportional to the time integral of the VCO input

voltage. Thus the count is proportional to spacecraft angular position.

Reorientation of the spacecraft would be accomplished by inserting a

number representing the desired angular change into the register and

then command the spacecraft attitude in such a direction as to drive the

subsequent register count to zero. At any time during the maneuver the

number in the register represents the remaining angle to be turned. Note

that in this case the gyro/VCO/register combination acts as an instrument

which measures the change in angle through which the spacecraft has

rotated over the interval of interest. In order to facilitate control of the

spacecraft attitude during holding portions of the velocity correction

maneuvers, the register count will be converted to an analog signal by

means of a digital-to-analog converter.

This configuration is attractive relative to an unheated open loop

configuration because the temperature induced gyro gain variations only

affect the performance of the gyro rate loop and therefore do not influence

the rest of the attitude control system. The rate loop can readily be

designed to operate satisfactorily in the presence of the anticipated 2.8:1

gain change. Another advantage of this configuration is that rate and

position signals are simultaneously available at all times and hence derived

rate signals are not required during reorientation maneuvers. The dis-

advantages of this configuration are that the attitude control system is

subject to the fixed drift and mass unbalance changes which are induced by

the expected heat sink temperature variation estimated to be 60 degrees

(total). Presently, little is known about the stability versus repeatability

of gyro drift coefficients and coefficient sensitivities when subjected to
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this environment. Another problem is the circuit complexity caused by

the requirements for a VCO and digital-to-analog electronics.

The second configuration differs from the first only by the manner

in which the spacecraft angular rate integration is accomplished. During

acquisition maneuvers Switch No. 1 is closed and the gyro and its loop

operate as an angular rate sensor. During those modes requiring space-

craft angular information, Switch No. 1 is opened and rate integration is

accomplished by inserting a capacitor in series with the gyro torquer. In

this case the electric charge on the capacitor equals the time integral of

the torquing current. Hence the voltage across the capacitor is propor-
tional to the angle through which the gyro has turned from its null position.

During inertially referenced attitude hold maneuvers the position signal is

servoed to null by means of the spacecraft attitude control system. To

reorient the spacecraft the position signal is servoed to null as above but

a precise current of appropriate sign is applied to the gyro torquer for a

predetermined time interval. This causes the spacecraft attitude control

system to turn througha desired angle along the axis in question. Note

that in this configuration the gyro/capacitor combination serves as an

angular null detector which is being continuously servoed to null by the

spacecraft pneumatic system. Therefore the capacitor integration system

is not required to measure the total angle through which the spacecraft

moves but simply measures the servo angular error. Furthermore varia-

tions in the value of capacitance affect onlyt_e null detector scale factor

and because of the configuration do not affect the magnitude of the steady

state or final turn angle.

This configuration was successfully utilized in the Mariner 4

spacecraft and has the advantage that heater power is not required in

order to avoid gyro gain variations. However, the design is considered

more complex than necessary and is directly dependent on successful

operation of the integrating capacitors. This component has a relatively

large capacitor (-4000_f) and hence is quite heavy, weighing approximately

1 pound per axis. The reliability of these capacitors is relatively unknown
and would need substantiation.
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3.4.2 Configuration 3: Closed-Loop with Pulsed Torquing

The use of pulsed torquing to cage an unheated single-degree-of-

freedom gyro and to facilitate angular rate integration was considered for

Configuration 3. The block diagram of a typical system is shown in

Figure E-48. In this case the gyro rebalance current would be held con-

stant and it would be applied to the torquer coil as a series of precisely

timed constant intervals and each pulse would be applied in the proper

direction to hold the instantaneous pickoff signal approximately at zero.

The resulting train applied to the torquer is monitored by an up down

counter which tallies the sign and magnitude of the net number of torque

pulses (positive minus negative). In this case each pulse represents an

increment of angle and the net angle that the spacecraft/gyro turned

through is equal to the number of net pulses recorded at the end of the

interval of interest.

The spacecraft angular rate is proportional to the net pulse frequency.

In order to utilize this information for attitude control an analog signal is

required, and is obtained by means of a frequency to analog converter.

Also, to facilitate attitude control, analog position information is obtained

near the register zero by means of a digital-to-analog converter. This

converter operates only on the least significant digits over a wide enough

angle to handle twice the largest anticipated error signal. Attitude hold

maneuvers are performed by commanding the SCS to hold each of the gyro

registers at zero.

Reorientation is obtained by inserting a number associated with the

desired magnitude and direction of turn in the register and then corlunal,ding

the ACS to move so as to drive that number to zero. As before, the num-

ber contained in the register at any time during the maneuver represents

the remaining angle to be turned through.

Pulsed torquing is a relatively new technique and is currently in

vogue for many inertial guidance applications. Basically the technique

offers three advantages:
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a) Improved effective torquer linearity

b) Constant torquer (and hence gyro) power dissipation

c) An output which is readily integrated (counted).

After a little consideration it is readily apparent that the above

advantages are not required for the Voyager mission especially when com-

pared with the circuit complexity required for the pulsed torque servo.

Torquer linearity is not a requirement since only one precise command

rate is needed, and the GRA can readily be calibrated at the desired

rate (0.2 deg/sec). At the command rate the power dissipated in the gyro

torquer was estimated at only 5 mw and is expected to have negligible

effect on the gyro drift coefficients. Therefore, the desirability of having

constant torquer power dissipation is not applicable. The output integra-

tion capability can more easily be obtained by the techniques described in

the other configurations. Also, the circuit complexity required with

pulsed torquing is formidable. The constant current source and the

switches are quite complex, and this configuration also requires a

frequency to voltage converter and a digital-to-analog converter.

3.4.3 Configurations 4 and 5: Open-Loop With and Without Heaters

These configurations are identical except that Configuration 4

utilizes temperature controlled gyros while Configuration 3 does not. The

equipment for each axis is essentially identical; a typical axis (roll) will

be described by referring to Figure ]{]-49. In the acquisition mode

Switch No. 1 is closed and the gyro is caged with an analog torquing

signal. The electrical output is the voltage across the gyro torquer, and

is proportional to the input roll rate from the spacecraft.

Reorientation of the spacecraft is achieved by opening Switch No. 1

in the roll gyro loop and closing the roll gyro current switch. The precise

torquing current of the desired polarity is applied to the gyro torquer.

The current is applied by command for a predetermined length of time

and then the current switch is opened. The gyro then serves as the

inertial reference during the reorientation of th other axis and the

velocity correction maneuver. The same turning procedure is then
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performed using the pitch gyro loop. When current is applied to the gyro

torquer the float will move from pickoff null causing the gas jets to fire,
resulting in spacecraft motion about the selected axis. This motion has

an average rate equal to the angular rate associated with the torquer

current, which is nominally 0. 2 deg/sec. The angle through which the

spacecraft is turned is controlled by commanding the polarity and length

of time the current is applied to the torquer. The output voltage signal is

proportional to spacecraft position and the gas jets act to move the space-

craft and drive this position signal to zero. The spacecraft rate (derived

rate) information is obtained by passing this position signal through a lead
network.

The switching sequence will be designed in such a manner that the

gyros will always be caged by means of the rate loop (Switch No. 1 closed)

prior to operating open loop (Switch No. 1 open). This will insure that

the gyro floats will be at pickoff null prior to being utilized as an inertial
reference in the attitude hold and reorientation modes.

During the attitude hold mode Switch No. 1 is opened and position

and derived rate signals are obtained in the same manner as during the

reorientation maneuver. The position signal is proportional to the angle

through which the gyro input axis has turned and this signal is servoed
to null by utilizing the gas jets to torque the spacecraft about the three
axes.

The three gyros and their associated electronics will be mounted in

a temperature controlled block. The temperature will be maintained by a

proportional servo which applies DC power to an appropriate combination

of gyro and block heaters. The gyrotemperature sensors will be used as

the temperature reference for the control electronics. Present spacecraft

temperature design indicates a heat sink temperature range of 30 to 90°F,

and in the worst case (30°F) approximately 9. 6 watts of heater power will

be required. These considerations are outlined in Figure E-50. Gyro

and heater power are not required when the instruments are not being

utilized. The gyro reference assembly specifications are given in

Table E- 5.
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SPIN MOTOR POWER (6 WATTS-800 CPS, 2 PHASE)
/

HEATERI (9.6 WATTS MAX)

GYRO REFERENCE H THERMAL _ SPACECRAFT

ASSEMBLY IMPEDANCE MI N -- 30°F

140 ° F MAX -- 90° F

SPACECRAFT AT 90°F:

THERMAL IMPEDANCE = _ = 6.25°F/_ AT'[

SPACECRAFT AT 30°F:

HEATER WATTS _ _ -8 WATTS = 9.6 WATTS

Figure E-50. Gyro Reference Assembly

Thermal Model

Note that the heater power requirement in the worst case (30°F) is

directly related to the amount of power dissipated in the reference

assembly. The largest power sources are the gyro spin motors, which

are currently undergoing considerable improvement. Manufacturers are

quoting power requirements of 2 watts which is considered to be conserva-

tiv.e. Should the actual gyros selected for Voyager dissipate less power

than this, the required heater power would also be reduced. Loss of heater

power would result in degraded SCS performance but would not be cata-

strophic. The gyros would continue to operate at reduced gain which would

result in a larger SCS deadzone. The fixed drift coefficient would also be

different from its value at the normal operating temperature.

Configuration 5 utilizes unheated gyros and was considered attrac-

tive because of the savings in heater power. However, the 60°F variation

in heat sink temperature would result in a 2. 8:1 change in gyro gain. In

addition, the fixed drift coefficient would be subject to change as the

temperature varied. Compensation for both of these effects might be

utilized in the circuit electronics, however, at this time little information

exists on the performance of inertial quality gyros when operated in this

manner. Since heater power is available the more conservative design

was chosen. Should spacecraft power requirements increase in the future,

this area could be reinvestigated.
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3.4.4 Configurations 6 and 7: Two-Degree-of-Freedom Gyros with VCO
and Capacitor Integration

These configurations are identical to Configurations 1 and 2 except

that two-degree-of-freedom gyros are utilized. At this time two-degree-

of-freedom gyros are considered less desirable for this application since

they have not been used previously in this manner and much less is known

about their characteristics. Most two-degree-of-freedom units were

designed for use on stable platforms and to date none have been utilized in

the strapped down mode. Because of this situation their characteristics

when operated in this manner are not wellknown and further detailed

investigation would be required. One possible advantage of a system

utilizing three of these gyros would be the axis redundancy obtainable.

Circuits and commands would have to be provided to switch each control

axis to the appropriate axes of either of two gyros. With this configura-

tion, the system would operate normally in the presence of one gyro

failure. However, the preliminary data available on gas bearing gyro

failure rates is such that the impact of a gyro failure on the probability of

mission success is small. Therefore the extra complexity required by the

redundancy is probably not justified.

Note that the failure of a two-degree-of-freedom gyro is no worse

than failure of a single-degree-of-freedom unit even though two spacecraft

axes may be disabled. The reason for this is that failure of any one axis

is catastrophic to the Voyager mission.

The two-degree-of-freedom gyros are not utilized in the open loop

__ode because it is not possible to obtain a unit with an input angular

freedom of _5 degrees.

There is one two-degree-of-freedom gyro that may merit further

study before a final configuration is selected. The Autonetics G10 or G40

are small two-degree-of-freedom gyros which appear to have many desir-

able characteristics. They do not require heating, utilize a gas spin

bearing, are not floated, and have no flex leads or gimbal bearings. They

are a miniaturization of the Autonetics G6 gyro which has demonstrated

a fantastically low failure rate in the Minuteman guidance system. The
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spin motor power required in space would be less than 1 watt per gyro.

A configuration based on this gyro would presumably have the desirable

characteristics of high reliability low power and small size. However,

not enough is known about the instruments to verify that they would meet

the other design constraints required of the SCS. Further investigation

in this area is intended.

4. SUN SENSORS DESIGN DETAILS

summaries of the specifications and a parts count.

culations of sun sensor response are presented.

4.1

4.1.1

This section contains details of the sun sensor design including

In addition, the cal-

Coarse Sun Sensors

Pitch Coarse Sun Sensor Assembly (signal amplifier not included)

Type

Size

Weight

Power

Components

Immersed solar cells back-to-back

1 in. diameter x 0.5 in. thick

0. 15 ib

None required

i/Z in. diameter solar cells (2)

1/8 watt metal film resistor (i)

4. 1.2 Yaw Coarse Sun Sensor

Same as pitch coarse sun sensor.

4. i. 3 Coarse Sun Sensor Preamplifier for both Pitch and Yaw Axes

4.1.4

Size

Weight

Power

Components

1 x 1 by 1.5 inches

0. 15 ib

150 mw

i/8-watt metal film resistors (8)

ua 702A integrated circuit amplifiers (2)

ceramic capacitors (2)

Coarse Sun Sensor Performance Data

4 _steradians

+ 10 per cent for

plane (each axis)

Field of view

Linearity +20 deg about null
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4.2.2

4.2.3

4.2.4

4.2.5

Null accuracy

Temperature range

Fine Sun Sensor

Between 0.5 and 1 deg

-50 to ÷140°F

Fine Sun Sensor Assembly (signal amplifier not included)

Type Silicon solar cell - shaded quad

Size 1.5 x 1.5 x 2 in.

Weight 0.2 Ib

Power None required

Components silicon solar cells (4)

I/8-watt metal film resistors (2)

handles two- axisFine Sun Sensor Preamplifier (dual channel,
signals )

Same as coarse sun sensor preamplifier.

Switching Sensor

Type

Size

Weight

Field of view

Power

Components

Fine Sun Sensor AGC Amplifier (Optional)

Silicon solar cell with pin_hole optics

0.5 in. diameter x 0.75 in. long

0.06 ib

I0 deg half-angle cone

None required

silicon solar cell, 1 x 1 cm (1)

Type Puls ewidth modulation

Size 1.5 x 1.5 x 1 in.

Power 200 mw

Weight 0.2 Ib

Components transistors (2)

i/8-watt metal film resistors (i0)

diodes (2)

tantalum capacitor (i)

ua 702A integrated circuit amplifiers (2)

ceramic capacitors (2)

Fine Sun Sensor Performance

Field of view I0 deg half-angle cone

Null accuracy 0. 1 deg in each axis
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Linearity

Scale factor

Temperature range

Better than 10 per cent within field of view

Changes less than 10 per cent with 300 per

cent change in illumination if optional AGC

amplifier is used; if AGC amplifier is not

used, scale factor varies in direct pro-

portion to solar energy.

0 to 110°F

4.2.6 Solid-State Switch and Pitch Output Amplifier

Components ua 702A integrated circuit amplifier (i)

chopper transistors (2)

i/8-watt metal film resistors (8)

ceramic capacitor (1)

Power Z00 mw

Size 1 cu in.

Weight 0. i0 ib

4.2. 7 Solid State Switch and Yaw Output Amplifier

Same as for pitch.

4. 3 Sun Sensor Response

The output signal levels for the sun sensor designs considered in

the text were determined from test data and published specifications of

the detector manufacturers. Verification of the theoretical linearity of

the quad cell design is presented in Figure E-51.

Allx
' I _

A

Figure E-51. Verification ot

Theoretical Linea rity

of Quad Cell Design

Let

A =
I

A 2 =

× A 3 =

A 4 =

VI3 =

V24 =

illuminated area of quad cell No. i

illuminated area of quad cell No. 2

illuminated area of quad cell No. 3

illuminated area of quad cell No. 4

difference in voltage of cells i and

3 assuming identical load resistance

difference in voltage of cells Z and

4 assuming identical load resistance
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where

A 1 = (a/Z + Xl) (a/Z + yl ) -a/Z -< x I,

= aZ/4 + a/Z (x I + yl) + xlY 1

A 2 -- (a12 - Xl) (a/2 + yl)

= a2/4 + a/2(y I - Xl) - xlY 1

A 3 = (a/2 - Xl) (a/2 - yl)

= a2/4 -a/2(x I + Yl ) + xIY 1

A 4 -- (A/Z+x 1)(a/z-yl )

= aZ/4 + a/2(x I Yl ) - xlY 1

Yl -< a/Z

If the cells are operated in the "short circuit current" mode, the signal

will be directly proportional to the area illuminated for each cell. Thus,

V13 = K(A 1 -A3) , and V24 = K(A 2 -A4). Substituting the expressions

for A 1, A 2, A 3, and A 4 produces the following result:

VI3 = Ka(x I + Yl )

V24 = Ka(Yl - Xl )

It may be noted that the displacement of the light spot from the center of

the quad may be related to the pitch and yaw angles of the sun in the

following _ -' .....

and

x I =

Yl =

d =

d tan 8 where 8 = yaw angle

d tan %b where %b = pitch angle

distance from mask to detector plane

Since the fine sun sensor is to be used only for angles less than 10 degrees,

the tangent function is very nearly linear. Thus V13 and VZ4 may be com-

bined by means of a linear summing network to provide signals which vary
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linearly with the pitch and yaw angles. The nonlinearity of the tangent

function may be canceled to some extent by increasing the load resistance

of the cells to such a point that voltage saturation is approached, intro-

ducing nonlinearity in the opposite direction.

5. NEAR EARTH DETECTOR DESIGN DETAILS

This section contains details of the near earth detector design. A

design summary is presented. The details of the calculation of earthshine

magnitude are given together with the response available with various

detectors.

5. I Design Summary

As s e mbly

Type

Size

Weight

Power

Components

5.1.1

5. I. 2 Performance

CdS photocell

1.75 in. diameter x 3 in. long

0. Z5 Ib

1 50 mw

CdS photocells (NSL-54 or equivalent) (2)
1/8-watt metal film resistors (6)

1/4-watt carbon composition resistors (2)
ua70ZA integrated circuit amplifiers (Z)

Transistors, silicon, low power (2)

Ceramic capacitor (1)

Tantalum capacitor (1)
Miniature transformer (1)

Detects earth presence within 10 degree half-angle cone during

first l0 days of Voyager mission.

5. 2 Earthshine Magnitude Calculation

The illuminance from a diffusely reflecting element of area will be

derived to compute the earthshine magnitude (Figure E-52). Assume

that a reflecting surface dA is illuminated from an angle _ away from

normal with an irradiance I s . Assume that dA diffusely reflects a

fraction K of the energy reaching it in a lambertian fashion, so that
r
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the reflected illuminance I varies as the cosine of the angle F from
the normal to dA:

L
Figure E-5Z. Geometry of Earthshine Calculation

If the illuminance along the normal to dA is I o, then

I = I cosF
o

(E. 74)

The amount of energy received by dA is dAI s cos_.

dAI cos_, so that we may writetotal reflected energy is K r s

Thus the

f Ids = KrlsCOS _ dA

S

(E. 75)

where S is the surface of a hemisphere

Hence
2

f cosF 2_rZsinFdF =K I cos_dA (E.76)Io r s

O

K I

I = IoCOS F- rsS cos F cosp dA (E.77)
Trr

Equation (E. 77) may now be applied to the earthshine calculation

problem. Consider the geometry in Figure E-53.
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SUN

Figure E-53.

SUN EARTH

SPACECRAFT

Sun- Earth- Spacec raft Relationship

The light from dA at the spacecraft, dI, is given by Equation (E.77) to be

K Is

dI - r 2 cos F cos_3 dA
fir

whe re

= angle between sunlight and dA normal

F = angle between spacecraft and dA normal

r = distance from spacecraft to earth

Since for the case being considered the angle subtended by the

earth at the spacecraft is less than 1 degree, the line from the spacecraft

to any area dA on the earth may be considered parallel to the line from

the spacecraft to the earthls center. With this approximation,

whe re

cos_ = cos O cos _ (E.78)

cos r = cos @ cos (_ + a) (E.79)

2
dA = r cos @ de d_ (E.80)

e

r _-_

e
radius of earth

@, _b and are as shown in Figure E-53.
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Let 8 e = angle subtended by earthts diameter.

approximation,

r
e

8 = 2
e r

Within a very good

(E. 81)

Integrating over proper limits to find the illuminance from the visible

sunlit portion of the earth,

1T Tr

Z Z _-_

KI0rs o f fI = 3 [sin $ cos_Z cos 0 _ cosa

0-0 0=0

2
-sin $ sin a] dSd0

Z 90 °

rs e f 3 22_ cos e sin ( - a) cosa

0

IT

_ sin. (2--a sin (u - 2a) )]2 4 de

KrI s Oe 2

= a- _r sin 2a - a sin a

After 10 days of the Voyager mission,

(E.8Z)

(E.83)

0 = O. 0058 rad
e

and a = 20 deg or 0.35 rad

These conditions provide less energy than at any previous time in

the mission. For a conservative result, take K r = 0. 2. The sunlight at

the earth is known to be very nearly 140 mw/cm 2.

Evaluating Equation (E. 83) for the conditions 10 days after launch,

I = (0. 2) (140) (5. 8 x I0-3) 2
(6) (3.14)

[0. 833 - .34Z (I. 57 - 0.32 - 0.35)]

= 2.63 x i0 -5 mw/cm 2 (E. 84)
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5.3 Near Earth Detector Response

5.3. 1 Solar Cell Detector

Assume that a 2-inch diameter lens is used to focus earthshine onto

a solar cell 0. 2 inches square. The short circuit current response of a

solar cell of this size is,

I = .05 ma per mw/cm 2 solar irradiance
sc

The irradiance is given by the result found in Section 5.3.3 times the ratio

of lens area to cell area, neglecting losses:

Irradiance = (2. 63 x 10 -5 ) ( /.04) = 2. 1 x 10 -3 mw/cm 2

The calculated short circuit current is,

I = 0. 105 Ma
sc

For such low light levels, the short circuit current of the cell will flow

through a relatively high impedance since the voltage remains quite low.

A reasonable load resistance for the solar cell would be I0 kphms. The

voltage across this load resistance would be approximately:

V = (104 ) (. 105 x 10 -6 ) = 1 millivolt

5.3. 2 Photo Transistor

The following characteristics are published for the GS-600 photo

transistor:

Active area H 0.010 x 0. 010 in.

Sensitivity l ua with 0.01 mw/cm2- irradiance" from a

2870°K source

Maximum dark current = 25 nanoamperes at 25°C

The spectral response of the photo transistor (a silicon device) is essen-

tially the same as that of the silicon solar cell. For the solar cell res-

ponse characteristic, 1 milliwatt of solar energy produces the same output
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as 1.7 milliwatts of Z870°K blackbody energy. Thus, the effective

sensitivity would be:

I = 1.7 _a for 0.01 mw/cm2- of solar energy, where
C

I = collector current of photo transistor
C

To obtain a sufficiently large field of view for the detector, the

illuminated spot must be 0. 1 inch in diameter as a minimum. The lens

diameter required to produce 0.01 mw/cm 2 at the detector plane, using

the result of Section 5.3.3 is determined by the equation:

(Dlens _ Z
(2.63 x i0 -5) = I0 -2

\o. 11

Dlens = 1.95 in.

Assuming a collector resistance of 5000 ohms, the 1.7 _a current

would produce a signal voltage of 8. 5 millivolts. If a 1-inch focal length

lens were used, the field of view would be approximately a cone with a

half angle equal to the arc tangent of the spot radius divided by the focal

length, or tan -1<10-_ 0) = Z.65 degrees.

5.3.3 Cadmium Sulfide Photocell

Assuming the same lens and spot size that was used for the photo

transistor, the illuminance on the detector would be:

I = 0.01 mw/cm 2 within the spot, solar spectrum

This illuminance is equivalent to approximately O. 93 footcandle, in terms

of photometric units which are used by the manufacturer. For a CdS cell,

0.93 footcandle of solar energy is equivalent to only about 0.56 footcandle

of energy from a 2870°K color temperature source.

A typical CdS photocell is the NSL-54. For this cell, the 0. 10 inch

diameter light spot covers about 1/10 of the photosensitive area. Since
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all of the photoresistive material acts like resistors in parallel, the call

may be treated by means of the model in Figure E-54.

RTOTAL

C .........

0

LIGHT IS INCIDENT UPON ONLY

THIS PORTION OF THE TOTAL

CELL RESISTANCE

Figure E-54. Model of Typical CdS Photocell

In the dark, the total resistance of the CdS cell is 0. I megohm.

Thus, each of the i0 parallel resistors of the model has a dark resistance

of approximately i megohm.

From the manufacturer's data, with 0. 56 footcandle illumination

from a 2870°K source the total resistance of the cell is 1 kohm if the cell

is uniformly illuminated. Therefore, each of the i0 parallel resistors

would have a resistance of I0 kohms when exposed to 0. 56 footcandle of

2870°K energy. Hence the resistance with only one of the I0 elements

illuminated, as in the near earth detector application, the resistance of

the cell would be

R = (i meg°ha)f9 i0 kohms

10 kohms

6. STAR SENSOR DESIGN DETAILS

This section contains details of the Mariner C Canopus tracker

and the quadrant photomultiplier star sensor discussed in Section I. 5.

6. 1 Mariner-C Canopus Tracker

6. i. l General Sensor Features

The sensor consists of a wide field of view, corrected lens, a dia-

phragm, filters, image dissector tube and deflection yoke plus elec-

tronics for processing signals. A simple sun sensor shutters the star

sensor to protect it from solar radiation above a thresholded value of

1000 ±100 foot candles.
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An image dissector has the following advantages over other elec-

tronically scanned tubes like vidicon or image orthicon for the following

r eas ons :

a) Image dissectors with resolution of up to 1000 TV lines

per inch are presently available with up to 2-2/4 inch
diameter s creens.

b) The photocathode screen is not damaged if one small

elemental area is scanned for long periods of time. This

is not true of vidicons, to the same degree, and orthicon

tubes are notoriously poor in this respect.

c) The image dissector does not employ a thermionic elec-

tron gun, therefore power consumption is low, the tube

less complex, and more reliable.

d) Signal-to-noise levels are adequate for tracking and

image display. The tube employed in the tracker has

the following characteristics :

Spectral response S-11 {kpeak = 4500 X)

Quantum efficiency

Sensitivity

I0.5 percent

-1
05 amps -watt

Diameter of photocathode I. 5 in.

Resolution up to 1000 lines/in.

Ape rture slit configuration

0. 010 x 0. 138 in.

Total tube length 7.5 in.

6. I.Z Operational Procedure

The sun sensor acquires and tracks the sun, and the vehicle roll

axis is directed along the sun line. Rotation about the roll axis is

commanded. The instantaneous field- of-view is 0.86 in. in roll, 11

degrees in pitch. Total pitch coverage of 30 degrees is provided by

the commanded step function. The instantaneous FOV is scanned+2 degrees

about the sensor roll axis. The entire cone angle can be stepped

digitally by command from earth in order to encompass greater pitch

coverage to handle all trajectory geometries. Six distinct cone angle

E-97



positions, each 4.6 degrees form the preceding step, are incorporated.
The initial step is set at prelaunch.

The performance requirements include reliable performance in
environments with temperature variations from 0 to +100°F. A ±3

per cent power voltage variation is permissible, with a frequency

variation of i l per cent.

Null offset (angle accuracy) between electronic null and mechanical

axis pointing does not exceed s0. 1 degree arc. At null, total noise

output is less than I00 mvolts peak-to-peak, which corresponds to a

0.013 degree error or 45 arc seconds.

A maximum roll signal level of 14. 0 VDC is allowed. The roll
time constant does not exceed 0.5 seconds. Radio command switching

of cone angle steps, triggered by a I00 milliseconds pulse at

25 volts amplitude, must have a response time of 1 second or less.

A low gate raises the signal output voltage from 0 VDC to 12 VDC

when the 0.25 Canopus threshold is surpassed. If signal fluxes indicate

four x Canopus flux, the voltage will drop from +12.0 VDC to 0. 0 VDC

in 0. 5 second, or less.

Powe," requirements are limited to I00 volts peak-to-peak witha

2400 cps square-wave. Power dissipation allowed is 3 volts maximum

in the track mode and 6 volt maximum in the safety mode with the sun

shutter operational.

6. I. 3 Design Considerations

Because the magnitude of the pitch angle varies from 74 to 106

degrees elevation with respect to the roll axis, or ±16 degrees about yaw

axis, pitch gimbaling is required and is performed electronically.

A list of major components and subsystems are given below with a

brief description of their operation.

a) Optics - Semisolid Schmidt-Cassegrain. Consists of

an aspheric corrector and a fuzed quartz meniscus

lens. The FOV = 32 x 4 degrees; a 0. 8 in. focal

length at F/I.
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b) Image Dissector Tube - CL-1147 by CBS Laboratories.

Uses fiber optics corrector in front of tube to match

flat image plane with curved surface of photocathode.
The tube is l-l/2 in. diameter and 7-1/2 in. over-all

length. Nominal power is 27 milliwatts. It is

ruggedized by heliarc welding - glass to metal construc-

tion. Instantaneous field if 0.86 degrees in roll, 12

degrees in pitch. Actual anode slit 0.010 roll x 0. 128

in. pitch.

c) Pitch Digital-to-Analog Converter. Develops the six-step

angle gimbaling deflection voltages in accord with prepro-

grammed register drive.

d) Up-Down Shift Register Counter. Combines a 5-bit ring

counter with incremental control logic and a clock oscilla-

tor to cycle the ring.

e) Roll Sweep Generator. The horizontal (roll) sweep is

generated by amplitude-controlled I000 cpz 3inusoidal

oscillator-buffer and balanced output circuits to provide

reference to demodulator.

f) Preamplifier. Augments gain of electron multiplier and

provides needed impedance transformation to following

circuitry.

g) Narrowband Filter for Nulling.

h) Phase Sensitive Demodulator. To detect phase of the

sensed error and outputs bipolar DC roll error signal.

i) Wideband Filter. Extracts fundamental and harmonic

components of star signal (proportional to star intensity)

and drives high voltage dynamic gain control of the image

dissector.

.)l _h Vnltage Power SUDDIV.

k) Acquisition Gates.

i) Pitch-to-Roll Coupling Network.

m) Sun Shutter.

n) Power Supplies.

These components are indicated in Figure E-55.

characteristics are shown in Table E-7.

The sensor
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STAR I I
OPTICS

PITCH

TO RC

COUPI

SUN SHUTTER

OPERATOR OUTPUT

4.6 DEO _NCREMENTEDCOMMAND

28VDC

ROLL

-- ERROR

OUTPUT

STAR

PRESENCE

OCCULT

Figure E-55. Block Diagram for Star Tracker No. 1 - Mariner C

Table E-7. Mariner-C Canopus Tracker Characteristics

Total field of view

Instantaneous field of view

Gimballing
Roll

Pitch

Sensitivity ( threshold set)
Null offset

Error gradient (at null)

Equivalent noise

Time constant (roll axis)

Optics

Size

Weight
Power

4 deg (roll) x 30 deg (pitch)

0.86 deg (roll) x ll deg (pitch)
all electronic

continuous sinusoidal sweep

six positions - 4.6 deg/position
+0.6M to -2.4M

± 0. 1 deg

8 volts/deg

0. 013 deg peak-to-peak
0.5 sec

0.8 in. F/I. 0 semi-solad Casse-

grain Schmidt

4x5x llin.

6 ib

1.8 watts (average)

6.2 Quadrant Photomultiplier Star Tracker

6.2. l Operation and Design Features

The quadrants of the phototube are biased in the following sequence:

1 and 4, 2 and 3, as shown in Figure E-56. Eachpair is switched on

for 625 microseconds and the switching system must be capable of
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switching 170 volts between each photocathode quadrant and the first

dynode at this rate. Four high voltage switching transistors are utilized.

The processing of signals by pairing provides the one-axis operation

without altering the tube electronic or structural configuration.

1.20

1.00

SPOT DIA =

0.63 mm

0.60

,.q
0

d
0.40

0.20

1.25 mm
] .8 mm

Figure E-56.

0

0 0.20 0.40 0.60 0.80 1.0

X, DISTANCE ALONG X-AXIS (MM)

Geometric Factor - The Fraction of Circular-linage Area

The switching network (see Figure E-57) is driven by a I. 6 kc

clock generator which is synthesized by half save rectifying the 400 cps

signal supplied _,r t1_ pn_ _11_Iv. then filtered and amplified at the

4th harmonic. This 4th harmonic of the 28 volts, 400 cps voltage is

1.2 volts. When the star is centered between quadrants 1 and 4, and

2 and 3 of the phototube, pulses of quadrants 1 plus 4 will equal pulses

of quadrants 2 plus 3, and no 800 cps roll error component will be present.

If these pulses are not equal, the roll channel produces a 800 cps error

signal which is fed to a filter, amplifier and emitter follower, whose

output is proportional to roll errors. If desired a slightly different

switching mode may be used resulting in a 1600 cps star presence

signal not vanishing at null in addition to the roll error signal.
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J SWITCHING
NETWORK

1
J AMPLIFIER J

MULTIPLIER
PHOTOTUBE

1"_ H AMPLIFIER /ROLL

800 CPS AND I__.B,,.. E RRO R
AMPLIFIER FILTER EMITTER --SIGNAL

FOLLOWER /

I
1.6 KC SIGNAL |

GENERATOR I

Figure E-57. Possible Block Diagram, One Axis Quadrant Multiplier

Phototube Star Tracker

a) Power, Weight, and Volume Estimates

Input Power Weight (lb) Volume (in 3)

Star Tracker 3. 91 watts 3. i0 i00

Converter (80 percent 0.40 15

efficiency)

Optic s
P---hototube 0.80 7

Lens 0.20 2

Housing I. 50 80

5. 35 watts 6.00 204

(Z8 VDC)

b) Estimated Parts Count Considering Discrete Components

Star Tracker

Electronic

Converter

Electronics

Transistor 16 8

Diode 5 7

Resistor 73 22

Capacitor 44 8
Coil 4 2

Transformer - 4

Integrated 8 -
Cir cult s

6. 2. 2 Quadrant Multiplier Phototube (QMP)

This tube contains four independent and adjacent semi-transparent

photocathode quadrants in a common image plane. For single axis
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tracking two of the four photocathode segments are biased off by means

of a retarding field, while emission from the other pair is collected

by the electron multiplier. With a sequential operation, the photocathode

quadrants perform the function of multiple phototubes in an all-elec-

tronic nulling type tracker. No rotating reticles or mechanical modulators

are required in the optics. Because the photosurfaces are process

in common, and represent portions of a single layer, the quadrants

possess identical sensitivity and spectral response.

I ] _4 I 2*3 I 1-4 ! 2-3 II

I I I
I I I I
i i I i

QMP SIGNAL

CENTERED STAR

2+3
I I i I
I i I I

QMP SIGNAL

DISPLACED STAR

ERROR SIGNAL

(800 CP5)

f kh
A. CENTERED STAR B. DISPLACED STAR

The image of a small source

like a star is blurred deliberately

by the optics to an optimum spot

diameter. On-center imaging

produces equal signals (null) from

each quadrant pair. Figure E-58

indicates a centered and noncentered

star position with the appropriate

QMP output and error signal wave-

forms. For any position of the

star image center on the photocathode,

the anode output current due to

emission from quadrants 1 and 4 is

K
II+4_xJ__ - 2.51 m S L g(x)_{(x)

Figure _-58. QMP Signals and Filtered

Error Signal

where

K = 2.65 x 10- 10 hmens/cm 2 ":-"

m = The visual magnitude of Canopus, -0. 9

*Allen, C. W. Astrophysical Quantities, p. 191; London the Athlone Press,
1963.
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S = Anode luminous sensitivity _o the flux of Canopus = 175
amps/lumen with gain of I0 u ":_

2
L = Lens collecting area = 3.2 cm

g(x) = Geometric factor which is dependent on size of image

and displacement from the null center (see Figure E-56)

y(x) --Col _ction efficiency dependent upon the same parameters

due to the incomplete collection of photoelectrons from an

on cathode (see Figure E-59)

x = Displacement from null of image center

120

1.00

0.80

0.60

0.40

O. 20

SPOT DIA=

,0.025 mm

'°63m:mm/ /f 2.5 mm

Figure E-59.

0 0.50 ].0 ].50 2.00 2.50

D,STANCEFROMOR,O,NCMM_

Collection Efficiency as a Function of Distance from

Center Along a Line 45 Degrees to the X-Axis for

Various Image Sizes

. /watts \
":-'Computed from Canopus spectral irradiance I-I,/_croci, detector

spectral responsivity R amps
watt

S _

_ /lumens \

and the visibility curve V.y_' _ ):

f: RzHkd

f: VxHkd
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The quantity of interest is the difference signal between the two

quadrant pairs corresponding to a certain star image displacement in

the pitch direction. For displacements greater than the star image radius

this difference is give_l simply by Equation (E. 85), since no flux

is incident upon pair 2 and 3. For displacements less than this, however,

the contribution from the opposing pair must be considered. For these

displacements the analysis is simplified by assuming a constant

collection efficiency and a geometric factor with constant slope. The

data presented in Figures E-56 and E-59 verify this assumption with

the spot diameter fixed at 0.25 mm. If the image center is displaced

a small amount x in the direction of quadrants 1 and 4:

dl 1+4._ x

Ii+4(x) : I1+4(0) + _ _x '/x = 0

and

(d12---+3-_ x
I2+3(x) = 12+3(0) - \ dx _x = 0

The difference signal resulting, from which the error signal may be

derived is:

le(X ) = ll+4(x) - 12+3(x)

/_T_ . \

Ie(X)= 2(_+4)\ dx x=O

x

Since 12+3{x ) and 14+l(X ) are the same function. Under the previously

stated assumptions :

(dll+41.... : K SL _{(0)(_-_ g >
\dx /x= 0 Z.51 m x= 0

x
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So

e Z.51 m S L _(0) dg- x (E-86)
x=0

The peak-to-peak amplitude of the 800 cps roll error signal is given

directly by Ie. For large displacements of the star center, greater than

the image radius, the error signal is given by ll+4(x ). The peak

amplitude of the filtered 800 cps sine wave output from the processing

circuitry will be designated as the output error signal I (x):
oe

Ioe (x) =

2

_-I e (x), x < image radius

2

7II+4 (x)' x > image radius (E. 87)

The performance of the sensor will be determined by the signal-to-noise

ratio as a function of star displacement. To evaluate this parameter it

is necessary to know the sensor noise level. Although several noise

sources are present, only that noise originating at the photomultiplier

cathode and first dynode is significant. Noise sources further down the

processing chain are effectively suppressed by the high gain of the

multipliers. The noise current output referred to the dector anode

is given by the well known expression:*

where:

1/2

I \g-t1JIZeIc{-g-_Fl G amps, rms (E-88)in=

e = charge on the electron, 1.6 x 10 -19 coulombs

I = total cathode current, light + dark
c

g = multiplier gain per stage _ Z. 7

*V. I4. Zworykin and E.G. Ramberg, "Photo electricity and its Applica-

tion," John Wiley and Sons, Inc., 1949, pp. 148- 150, 258.
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F = output bandwidth, 10 cps

G = total multiplier gain, 2.714 = 106

Since the luminous input from Canopus is ~10-9 lumens and the equivalent

dark current input of the photomultiplier is _10-11 lumens the dark

current component may be ignored in I . For displacements less than anc

image radius the cathode light current for a given quadrant pair is

essentially:

1 (o)
Ic = _ II+4

Inserting the parametric values in Equations {E. 85}, (E. 86) and {E. 88)

above :

11+4(0) = 0. 0104 microamps

I (x) = O. 324x microamps
e

i = O. 000227 microamps
n

From Equation (E. 87) then, for displacement less than an image radius:

S/N = 907 X (E.89)

Equation (E. 89) expresses the ratio of the peak value of the roll error

signal to the rms sensor noise. Figure E-60 is a plot of signal-to-noise

ratio vs displacement. This curve has been extended and includes dis-

placements in excess of the image radius.
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APPENDIX F

TELECOMMUNICATIONS STUDIES

Seven studies bearing on the conclusions concerning the communi-

cations and data handling problems of the Voyager spacecraft are incor-

porated in this appendix. The first section evluates the turn around

ranging system performance. The capsule-to-spacecraft link is then

analyzed in detail in Section 2, leading to conclusions concerning the

design of this element of the communication subsystem. In the third

section, the performance of the pseudonoise synchronizer is examined

analytically. PN synchronization is then compared with NRZ synchroni-

zation in Section 4, and conclusions are reached on that basis concerning

the relative capabilities of one-channel and two-channel telemetry links

with respect to the Voyager goals. Telemetry acquisition and recogni-

tion is discussed in Section 5, followed in Section 6 by an analysis of the

threshold criteria for the phase-lock receivers in the spacecraft and at

the ground station. Finally, the telemetry measurements list as now

conceived for the Voyager spacecraft telemetry is given at the end of

the appendix.

i. RANGE AND RANGE RATE ANALYSIS

The Voyager mission will utilize a coherent, two-way range and

range rate tracking system. Since the PN ranging code is simply turned

around in the spacecraft transponder, the critical question is the effect

_v ._ .... 1_ _ el,rn-_rmmd noise on the over-all tracking performance.

A similar analysis is required for the reconstructed carrier; this is

performed in Section 4.

The signal-to-noise ratio as received at the spacecraft in 3. 3 Mc is

shown versus range in Figure F-1. As the S/N becomes negative, the

noise power suppresses the signal in the limiter. Since the scale factor

of the phase detector depends on the incident signal level, the recovered

up-link code modulation is also suppressed. Eventually the turn-around

noise in the video baseband will dominate the down-link phase modulation

of the carrier res'-lting in power lost to the useful signals, the PN range
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code and the carrier. Thus, the up-link S/N into the limiter must be

kept above some threshold.

In addition to the turn-around ranging analysis (Section i. i), DSIF

acquisition procedures and carrier and ranging acquisition times are

given in Section i. 2. Finally, the range and range rate accuracies are

evaluated in Section i. 3.

i. I Turn-Around Ran_in_ Analysis

I. I. i General Analysis

A block diagram of the turn-around ranging channel in the spacecraft

transponder is shown in Figure F-2. The uplinksignalishardlimitedinthe

receiver IT and then demodulated by the phase detector. The uplink spec-

trum at baseband is then filtered and amplified to the proper level for the

desired downlink PRN modulation index by the turn-around ranging channel

amplifier. The output of the amplifier then modulates the downlink phase

modulator along with the downlink communications.

The output of a bandpass limiter with input signal plus gaussian noise

has been analyzed by Davenport.:" Although Davenport's results are for an

unmodulated sinewave signal, they will be used here for the modulated

sinewave signal present at the limiter input. Davenport's complex expres-

sions for the limiter output signal and noise terms can be approximated by

the following expressions

2

p = l[4L_ 2 (F. I)
s as

1(4L Z z
Pn = 2"[-"w--J n

(F.Z)

_:"W.B. Davenport, Jr., "Signal-to-Noise Ratios in Bandpass Limiters,"

J. Appl. Phys., Vol. 24, June 1953.
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Figure F-1.
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where P is the limiter output signal power, P is the output noise power,
s n

Z is the limiter output voltage level before filtering, a is the limiter sig-s

nal suppression factor, and a is the noise suppression factor. Since then

iimiter is a constant output device, the sum P ÷ P should be constant.
s n

With a and a as given below, the sum is constant within about 1°0 db over
S n

the full range of limiter input signal-to-noise ratio--(SNR)i = 1/_3.

2 (SNR)i 1

as = 4 + (SNR) 1 + 4 (F. 3)

2 1 (F 4)
O. -- ---- "

n I + 2(SNR)i _ + 2

The noise spectral density at the input to the phase detector is equal to

8L 2 2

P _ an
n 11"

- BL BL (F. 51

where B L is the limiter output noise bandwidth. The input signal to the

phase detector is equal to

whe re

S(T) = V2P sin + _. e is IF t cos o_it+ Yi(t) + Gum ( (F. 6)
i=I

_IF

(*).
1

@.
1

Yi(t)

N

re(t)

eLI

= Reciver IF frequency

= ith uplink subcarrier frequency

= ith uplink subcarrier modulation index

= ith uplink subcarrier modulation waveform

= Number of uplink sinusoidal subcarriers

= PRN ranging waveform (±i)

= PRN ranging uplink modulation index
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The output of the phase detector (product demodulator) is given by

So= S(t)('_/_cos0_iFt 1 (less Z_IF terms filtered out )

Equation (F. 7) reduces to the following form after expansion into a Bessel

function series.

No i=l j= I

j#i

(F. 8)

The gain of the amplifier is set such that under strong signal conditions

the PRN modulation index on the downlink carrier is equal to some desired

value 0 D. Under strong signal conditions a s = 1. Therefore, the voltage

gain of the amplifier is equal to

0D

G V = (F. 9)

-- Jo(Si) sin 8 U
• -=

With unity phase modulator gain, the downlink modulation indices of the

uplink subcarriers and the PRN ranging code are obtained from Equations

i F. 8) and iF. 9). Higher order products of the uplink subcarriers are also

present in the turn-around channel but will be small so their effect on the

downlink will be ignored.

0 Iz  li°i)  s°D
l JO--_J tan 0 D (F. 1 0)

0 D' = as0D (F. 11)
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whe re

.1 ___

1

th
Effective downlink modulation index of i

uplink subcarrier

0D' = Effective downlink PRN modulation index

The noise spectral density at the amplifier input is equal to the IF noise

spectral density given in Equation(F.5). therefore, the noise power at the

amplifier output is given by

z

n /

where B V is the noise bandwidth of turn-around ranging video amplifier.

The rms noise level into the phase modulator is therefore

0-
n

n

N

i__-_1Jo(°i )

anO D

sin OU
(F. 1 3)

Phase modulation of a carrier by gaussian noise results in a spectrum

about the carrier of about the same shape as the input noise spectrum.

The power in the carrier after modulation by the noise is reduced by the

factor exp (-_:). Consequently, since a PM spectrum is a convolution of

the modulating waveform spectra, the downlink carrier is reduced in power

by the turn-around noise and uplink subcarriers in the following amount.

downlink power reduction = e (F. 14)

This power loss represents unwanted modulation of the downlink carrier.

Additionally, the uplink noise appears in the sidebands of the downlink

carrier. The uplink noise power receiver at the ground station is equal to

"J.L. Stewart, "The Power Spectrum of a Carrier Frequency Modulated

by Gaussian Noise," Proc. IRE, October 1954.
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received uplink noise power = II
- e cos z OD'

(F. i5)

where

Sg Received signal power at ground receiver

M = Carrier reduction or modulation loss due
C

to downlink communications

This noise is detected and will add to the ground receiver system noise.

It is assumed that the detected uplink noise occupies the same bandwidth

as the bandwidth of the turn-around ranging channel in the spacecraft.

This bandwidth in most cases should be wide enough to occupy at least as

large a bandwidth as the ground receiver noise. Therefore, the receiver

effective noise spectral density becomes

-0-

effective noise spectral density = _ + 1 -e n Slg

g B V
Mc J:(Oi' c°s2 OD'

(F. i6)

whe r e

g
Ground station spectral noise density
in a 3ence of turn-around noise

i. i. Z Applications to Voyager

]Equations (F. 1 1), (F. 14)and (F. 16)summarize the effects of uplink noise

and subcarriers in the PRN ranging channel. The downlink PRN deviation

OD' is reduced from its strong signal value OD

OD

OD' = (F. i i )

1 -I-_- _

where _ is the uplink SNR at the input to the transponder limiter. The

turn-around noise extracts power from the carrier and ranging channels

Z
-0"

Modulation loss due to uplink noise = e n (F. 14a)
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where _ is the downlink phase deviation caused by noise and is defined in
n

Equation (F. i3). Finally, the downlink noise spectral density is effectively

increased by the uplink noise density as follows:

Effective noise spectral density =
g

(F. 16a)

where only the ranging signal and turn-around noise are assumed present.

For Voyager it is desired to have ranging information up to Mars

encounter plus i month. Since this will also constitute the worst case

insofar as uplink noise effects are concerned, we will determine the rang-

ing channel requirements at this range (250 million kilometersl. Reference

to the design control table for ranging (Volume 2, Section 5.3.3) shows

that at this range, employing the 100 kw DSIF transmitter and the space-

craft high-gain antenna, the received SNR in 3.3 Mc is -9.5 db (_ = 9).

This means the signal suppression factor is

= _/4p
S

and the noise suppression factor is

Et

n

=i

Therefore, the downlink noise phase modulation is

2

2,-_ 1 OD 1

-- 2 2 ' Bv=_BL
n 2 sin 0 U

which indicates that the downlink PRN deviation should be minimized and

uplink deviation maximized (consistent with carrier tracking requirements)

in order to minimize the modulation loss caused by uplink noise as well as

its contribution to the overall noise spectral density at the DSIF receiver.

The latter effect is small in any case, less than 0.1 db in the control table

(Item 29).
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I. I. 3 Link Optimization

For a carrier phase modulated by a turn-around PN code and uplink

noise, the total power PT is distributed as follows:

Carrier power, PC

2

= PT cos OD' e

2
-0"

n

Ranging power, PR

2

= PT sin2 0D' e-un (I6)

Given the relative power requirements of the carrier and ranging channels,

the optimum PN code deviation can be found. The carrier requires 6 db

in 2BLO = 12 cps (Appendix 4) or 16.8 db in 1 cps. The ranging threshold

is taken as 21 db/cps (Section 4.2), Assuming the total noise spectral den-

sity at the ground receiver is the same for both channels, we have

and

PR

PC
- tan2 eD' = 2 •61(+4.2 db)

eD' = 1.02 rad

If we take e u = I. 25 rad as the maximum practical uplink deviation (re-

sulting in a carrier modulation loss of 10 db), then

0,_ = K0,T = l. Z5 K =-_/-t_(l.02) tad
1.2 %._ V "

Since eD is the strong signal down/ink deviation in the absence of noise,

the turn-around factor K must be unity or less unless the uplink index is

changed during the flight. This limits the allowable _ = NI/S 1 at the trans-

ponder input under high noise conditions• Namely, taking K = 1 as an

upper limit

= 4[I.--_] = 1.18 (0.7 db)
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The high gain antenna (30 db) and 100 kw transmitter will give a predetec-

tion ranging SNR of -9.5 db as mentioned above. The optimum downlink

index (I. 02 rad) cannot be achieved; instead, the nominal index will be

@D' = 0. 356 rad.

Setting the turn-around gain K at unity, therefore, the phase noise

deviation is

2
= 0. 772 tad 2

n

and the modulation loss due to uplink noise is

2
-0-

n 2
i0 log e = -4.34_ n - -3.35 db

The modulation losses due to the PN code are

2

I0 log sin @D' = -9.17 db

2
i0 log cos @D' = -0.57 db

The total carrier loss is 3.35 + 0.57 = 3.92 db and the ranging channel

loss is 12.52 db. Thus, the total ratio of signal-to-noise density required

is

Carrier:

Ranging :

16.8 + 3.92 = 20.7 db in 1 cps

21.0 + 12.52 = 33.5 db in 1 cps

To the ranging threshold must be added the effect of the uplink noise den-

sity. For the present case the effect is less than 0. i db.

I. 2 DSIF Acquisition Procedures

JPL technical memorandum 33-83, pages 43-45, discusses the DSIF

acquisition procedures. There are four different functions for the tracking

mode acquisition. These are: (1) pointing the antenna in the direction of

the spacecraft, (2) tuning and locking the receiver to the spacecraft trans-

mitted frequency, (3) locking the spacecraft receiver to the earth trans-

mitted frequency, and then (4) establishing range lock.
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1.2. I Frequency Acquisition

Frequency standards for the earth stations will be atomic clocks

whose drift er, rors will be less than 2 parts in t0 ii. If the spacecraft

oscillators have a stability accuracy of i part in i07, then the frequency

uncertainty on the uplink is _ 212 cps and the uncertainty on the downlink

is + 230 cps.

When a priori information on the spacecraft velocity and receiver

frequency is known, the earth receiver must search the frequency uncer-

tainty region until the earth receiver is locked onto the received signal

from the spacecraft. For a threshold PLL bandwidth of 12 cps, a SNR of

6 db is required or 16.8 db in 1 cps. A sweep speed of 6 cps/sec is used.

Therefore, the time to determine acquisition on the downlink is

460
TAD = _ = 92 seconds = 1.5 minutes

The second step is to vary the frequency of the earth transmitter

until it locks into the frequency of the spacecraft. Here it is necessary to

account for the large time delays between the earth and spacecraft. At

each frequency setting, it is necessary to wait for lock verification from

the spacecraft.

Thus, the time per setting is

(T ÷ total delay time) " 27 minutes

With a sweep speed of 6 cps/sec the time for 420 cycles uncertainty

is 424/6 = 70 seconds = 1.2 minutes.

The delay time is 27 minutes at 2.5 x 108 kin. Thus, the total time

for acquisition of frequency on the uplink is 1.2 + 27 = 28.2 minutes.

After the spacecraft oscillators are locked to the received signal, it

may be necessary to retune the earth receiver to lock to the received signal

from the spacecraft.

The total time for acquiring the up and downlink lockup is

Ttota 1 =_t_._ + _ = 29.7 minutes

up down
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i. 2.2 RanTing Acquisition

After two-way lock has been obtained, range measurements may be

made. This measurement is realized by modulating the carrier with a PN

coded signal. At the earth receiver the phase of this received signal is

compared with a similar reference signal. After synchronization is ob-

tained, this phase difference is a measure of the transmission range.

Tracking circuits will then keep the received and reference signals in

synchronization.

The multiple-component lunar code for the DSIF Mark 1 ranging

system is composed of four PN sequences of periods of ii, 31, 63, and

127 bits. It is possible to determine the phase of the composite sequence

by separately determining the phases of the component sequences. This

requires at most ii + 31 + 63 + 127 or 232 total correlations. The length

of this composite sequence is (ii)(31)(63)(127) or 2.73 x 106 bits. Since

the clock frequency is 500 kc the length of this code is 5.5 seconds after

the clock is modulo 2 summed with the PN code. The acquisition technique

is discussed by Easterling. Since the PN components in the ranging code

are nearly orthogonal, very close results may be obtained by using the

performance characteristics of orthogonal codes. In order to use these

results it is important to specify what is meant by a bit of information

for the ranging situation.

It is usually assumed that there is no a priori information available

about the range. Thus, for a component of the composite code with a

period PI' there are Pl equally probable phases of the received code.

The amount of information is then log 2 Pl bits. Figure F-3 ......shows the word

error probability Pw(n) versus the received signal energy per bit divided

by the noise power spectral density or STB/N ° for orthogonal codes.

""S. Golomb, Digital Com,_unications, Prentice Hall, Chapters 6 and 7.

......A. J. Viterbi, "On Coded Phase-Coherent Communications, " JPZReport

32-35, Section IV, August 1960.
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Figure F-3.
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The amount of information in the code is log 2 p = n bits. Since the

duration of the coded word is T seconds, the transmitted information rate

is

n

R = -T bits / second

Or, equivalently, the time required to transmit one bit is

T seconds/bit
T B =-ti-

The error probability is determined by the basic system parameter

STB/N o. The numerator is controlled by the communicator whereas the

denominator is determined by the channel. The error probability Pw(n)

as a function of STB/N o is a measure of a comparison for signal sets of

different size p. In our problem T is the required integration time for a

given Pw(n).
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To illustrate the technique, consider the component code of length 127.

p = 127 bits

Let X = STB/N o,

n = log 2 p = 6.98

-3
then for Pw(n) = 10

X=2.5

2.5
TB- S

N
O

From Figure F-3, consider the threshold case for which the signal-

to-noise density ratio (S/No) = 21 db/cps (Section 4. 2). Therefore,

2.5 -2

T B = l02 = 1.98 x l01.26x

The required integration time

T = nT B
= 6.98 x 1.98 x 10 -2

T = 140 ms

Note that T = ll00 periods of the 127 microsecond code.

The change in correlation level during acquisition of any of the codes

is 25 per cent or i/4. This is the same as saying 1/16 of the total power

in the signal affects the indicated correlation level for any one code. Thus,

the total integration time must be increased by 16 to obtain the required

period.

In addition, since the set integration cannot be varied from component

to component, the worst case component must be selected. Finally, the

integration times are available only in binary multiples of a major machine

cycle (124_tsec). From the ranging system specification DFN-1003-FNC,
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the integration time nearest 140 ms is 2 I0 x 124 _sec = 127 ms. The re-

sulting acquisition time for the above conditions is

T A
= 16 x0.127 xZ32

= 471 seconds or 7.9 minutes

To this time must be added the time to acquire the 500 Kc range clock and

about I second for other system delays.

I. 3 Range and Range Rate Performance

I. 3. I Range Rate Accuracy

.t.

It has been shown" that for a two-way coherent doppler measuring

system, the rms error in measuring frequency is

where

I _n(_) (F. 17)
°-n(S0- T

T = Smoothing time, seconds

Cn(q_ ) = Rms phase jitter in loop
noise bandwidth

The specified DSIF frequency measurement accuracy is 0. 003 meters/sec.

A reasonable allowance for the error in range rate because of noise is

0.001 meters/sec or 3 parts in l012. The S/N is determined from the

power budgets. In particular, at doppler tracking threshold, the effective

loop jitter is 1 radian. The integration time T is

since

1
T = = 70 sec

_¢n(6f)

1
Crn(6f ) = _(3 x 10-12)(2 x 109) = 0.003 cps

5j.A. Develet, Jr., "Fundamental Accuracy Limitations in a Two-Way

Coherent Doppler Measurement," IRE Trans. on Space Electronics and

Telemetry, September i96i.
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Of course, a complete analysis of the doppler measurement would consider

other sources of error: oscillator stability, quantization, uncertainty in

the velocity of light, propagation anomalies.

I. 3.2 Ranging Accuracy

The ranging noise error results from phase jitter on the VCO output

of the range clock PLL. The rms range error _n(R) in terms of the phase

jitter 0-n(qb) is

c

_n(R) - 2_ 1 _n (_)

3x 102

- 2Tr °-n(¢)

for a 500 I<c clock.

SNR > 10)

The phase jitter as a function of loop SNR is (for

O-n(_) ) = (2S/N) -1/2

Besides the tracking performance threshold there is an absolute

ranging threshold set by the probability of losing range clock lock during

the acquisition procedure. With the MarkI ranging system, for example,

during acquisition of the X component of the code, the recovered clock is

I/4 (-12 db) of the fully-correlated level. Following Springett_i ' we take as

an absolute threshold 9 db SNR in the minimum Mark I bandwidth of 2BLo

= 0.8 cps, requiring a ranging signal-to-noise ratio of 9 + 12 + 1 = 22 db

in 2BLo or 21 db in l cps. The additional one decibel accounts for the

8/_ 2 loss caused by tracking only the clock fundamental.

.-:..
J C Springett, "Telemetry and Command Techniques for Planetary

Spacecraft," Technical Report No. 32-495, Jet Propulsion Laboratory,

January 15, 1965.
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For a signal 12 db above absolute threshold, the loop bandwidth will

have expanded to about 5.5 cps. The loop S/N will then be 13.6 db and

3 x l0 2 -1/2

_n (R) - Z_ (45.7)

= 7 meters rms

It must be remembered that several other sources of error--loop dynamics,

oscillator noise, phase instability in spacecraft and ground equipment,

quantization and time measurement--have been ignored in this analysis.

However, the noise error computed above is not inconsistent with the

specified accuracy of ±15 meters given in Specification No. DFN-1003-FNC.
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2. CAPSULE LINK ANALYSIS

2. 1 Scope

The capsule link mission requirements and the normal mission

profile are defined. Analysis of propagation effects, frequency uncer-

tainties, and operating frequency optimization is performed. A non-

coherence FSK communication link is selected, and performance parameters

and constraints defined for the spacecraft and capsule equipment.

2. Z Mission Description

2.2. i Mission Profile

The over-all mission for the link between the capsule and the space-

craft is divided into three basic phases: during the first (separation) phase,

the capsule transmits back to the spacecraft at short range for checkout

purposes. This phase will receive minimal emphasis here since, because

of the short range, the only problem is to avoid deleterious effects due to

spacecraft receiver overload. The second (entry) phase involves trans-

mission during the pre and postblackout phases until the landing has been

achieved. This is the most important phase of the mission. The third

(postland) phase involves transmission to the orbiting spacecraft following

capsule impact. This is of secondary importance to the mission and is

not a firm requirement.

The communication requirements are an information rate of 10 bits

-3
per second minimum at a bit error probability rate of 10 for this link

by itself.

2. Z.Z Mission Parameters

A number of physical parameters are associated with the entry and

postlanding phases of the mission. These are tabulated in Tables F-1 and

F-2 and are discussed below. The values used in these tables are drawn

from the discussions presented in other sections of the appendix.

For a number of the parameters, high and low limit values are

shown which show the range of variation as the entry angles and atmospher-

ic models used are varied. In the subsequent analyses the worst case

parameters will be used.
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Table F-l. Entry Profile Parameters

Spacecraft to Capsule Range

Capsule Entry Geometry

Capsule Entry Angles ('_e)

Descent Time

Entry to impact

Postblackout to impact

Maximum Deceleration During
communications

(Supersonic Chute deployment)

Descent Velocity (l)During

C ommunic ations

Immediately postblackout '

During chute descent

Capsule to Mars Vertical Kange

Start of entry

End of blackout

Parachute Swing

Spacecraft Velocity (I)

40, 000 km maximum

See Figure F-4

45 to 90 degrees

5 to 20 min

4 to 19 min

14 g (earth G)

10,000 ft/sec (approx)

40 to 230 ft/sec

800,000 feet (approx)

70,000 to 300,000

feet (approx)

±6 ° max

15,000 ft/sec

Table F-2. Postland Parameters

Spacecraft to Capsule Range

Immediately post- impact

Orbital phase

40,000 km (approx)

5,000 to 2i, 000 km

(1)Velocity with respect to Martian surface

Figures F-4 and F-5 illustrate the entry geometry as it relates to the

communication problem.
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ii

Figure F-4. Entry Geometry
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..>--/ ,, /

Figure F-5. Two Signal Model for Multipath

Z. 3 Systems Synthesis and Analysis

2.3. I Radio Propagation

a. Introduction

To a first approximation, the Mars atmosphere may be consid-

ered to be transparent for radio signals in the VHF region and above, and

at grazing angles close to 90 degrees. Present -_1-u_.,_,,_.-'--t.... _^_ -._,._'_""+ +_,_._.... -_-_'-

face of Mars is that it approximates the desert regions on Earth. As the

capsule leaves the blackout region, the effect of the reflected signals from

the surface of Mars on the resultant received signal starts to become im-

portant. It is in this region of increasing signal fading that the scientific

measurements are most important. During entry the grazing angle in-

creases and the effect of fading due to multipath increases. It is desired

to keep this angle at least 45 degrees. A large angle is also desired for

a large visibility region between the capsule and spacecraft. Also, the

larger this angle, the larger the discrimination between the direct and

reflected rays due to the directivity pattern of the capsule antenna.
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b. Derivation of Equation of Carrier Signal

A rigorous analysis of the multipath effect may be made by

considering the vector relationship of the direct and indirect signals at the

receiving antenna terminals. Since the reflecting surface will vary with

distance because of its physical nature and topography, and the path of

each reflected signal will be different, the resultant signal at the receiver

antenna will be random. In addition, the spacing between the capsule and

spacecraft will be changing in time. The solution of this problem is quite

complex and time does not permit a rigorous solution. However, a simple

two signal model shown in Figure F-5 will permit an understanding of the

basic problem. The justification of this simple model requires further

investigation.

The following analysis closely follows Reed and Russell.

R = Re j_ reflection coefficient

X -

l

X ----

2

LxX =

h T =

h R =

=

GR(8 R) =

GT(@ T) :

Direct path length

Indirect path length

(xz - x I)

Height above surface for T

Height above surface for R

Grazing angle

Receiving antenna gain times directivity

Transmitting antenna gain times directivity

D = Divergence factor

c = Velocity of light

Signal received over direct path

EKGT{0T')GR(OR')
E =

I x I

H. R. Reed and C. M. Russell,

Publishers, Chapters 4 and 10,

VHF Propagation,
1964.

Boston Technical
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E K

Phase constant = --
c

= 2_f

Field intensity with a magnitude which depends on

transmitter power output, has a zero phase angle

and a constant angular velocity

The signal received over the indirect path is given by

E
j(_t - _Xz+ ¢)EKGT(0T)GR(0R) DRe

2 x 2

The resultant signal at the receiving antenna

E =E +E
R I Z

D efine:

EKGT(0,') GR(0R') j(cot- _x I ) EKGT(0T)GR(0 R )
e +

x I x 2

j(cot-13xz+_b)
DRe

Modulation Factor =
indirect received voltage amplitude

direct received voltage amplitude

and

the refo re,

x 1 GT(0T) GR(O R)
-DR

x2 %(@T)GR(0R')

= _ax -

j(_t-_x I)

( -J')ER=E 1 l+me e

where

E R = E R' e jaR

ER'= El(1 + m2+ Zm cosT1 i/2

( )a R cot - _x 1 - tan -1 m sin_/= 1 + m cos_/.
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Since x and x are functions of time, m will be a function of time.
l 2

The angular frequency of the resultant carrier is the time rate of

change of the phase a R or

dx(2 )_ _ __ i5 1 m + m cos_ dd__t
c dt dt 1 + m 2 + 2m cos y

The angular frequency of the modulated components of the carrier is

d_ --_0 - -- --

dt m dt dt c dt

If dqb/dt is negligible compared to _(dAx/dt), then_ is directly pro-m

portional to the carrier frequency and the difference of the time rates of

change of the direct and indirect transmission paths. As the positions of

the transmitter and receiver vary in time, the region of reflection will vary

and therefore qb will vary with time.

The Figure F-6 vector representation of the resultant carrier signal

shows that E 1 rotates at an angular frequency equal to the transmitted carrier

angular frequency minus the Doppler shift. The indirect signal ME 1 rotates

at an angular frequency relative to the vector E l equal to dT/dt -- _m" The

resultant vector E R is the vector sum of E l and mE 1 and it rotates at an

It is seen that as the vector mE 1 rotates about E Iangular frequency _0 .
C

the amplitude of E R varies, as EI(I + m Z + Zm cos _)i/2 land its angular

frequency varies as L_{mg + m cos _/)/(1 + m 2 + 2m cos ¥)]{d_//dt).

/ /l

_laX 1 m [, COS]"
w---

d_

Z

E

Figure F-6. Vector Representation of Signals
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In a comparison of an amplitude modulated system and a frequency

modulated system primary interest is in (1) the amplitude envelope of the

carrier, (2) the instantaneous angular frequency _c' and (3) the instantan-

eous angular frequency at which ER and _ c are modulated, represented
by _ . The general shape of the modulation envelope is shown in Figurem
F-7 for two values of re. For m relatively small

and

EK=E i(i + m cos _m t)

dx

=_ _ m cos_ t
c c dt m m

The resultant carrier then appears as a cosinusoidal frequency modulated

signal shifted in frequency by the direct path Doppler shift -(_/c)(dXl/dt).

If the separation betweenR and T is increasing the resultant anguiar fre-

quency will be decreasing and vice versa. The maximum lobe modulation

frequency is fv
f (max) =-
m c

where

f = Carrier frequency

v = Relative velocity of the capsule and

spacecraft = dXl/dt

c = Velocity of light

1.5

|.0

0.5

m=l

=

t

0.5

Figure F-7. Modulation Envelope Shape
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The resultant carrier signal amplitude in the frequency analysis of

the modulation envelope is

and since

then

ER = EI_I + m 2 + 2m cos

co = d_/dt or ¥ = co tm m

ER = EI_I + m2 + 2m cos comt

The Fourier series for the lobe modulation envelope is given by

where

A oo n

ER = ___n_n+ _ A cos nco t + z_._-_B sin co t2 =l n m n mn= i

An: qi + m 2 + 2m cos co t cos nco t dt
m m

o

B n = -_ 1 + m 2 + 2m cos comt sin ncomt dt

where n is the order of the harmonic.

Solution give s

B =0
n

An = F(n + 3/2) cos n_ PI/2 -

where

F(3/Z) = 0.8862 and Y'(a + i) = ar(a)

n

Pl/z(X) is the associated Legendre function.

Therefore, the modulation envelope consists of the d-c component plus

the sum of a series of cosine terms which takes the form
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A oo
_ o

ER Z + _ A cosn(_ t-_)n m
n= 1

Figure F-8 shows the har_nonic content of E R versus m.

The magnitude R and phase _ of the reflection coefficient versus

grazing angle ¢ for smooth land and for a transmitting frequency of 100 Mc/

sec are shown inFigures F-9 and F-10.

These curves are given for both vertical and horizontal polarization.

Since circularly polarized antennas will be used, the reflected signal will

be composed of the vector sum of the horizontally and vertically polarized

signals with an additional 90 degree phase shift on the signal which was

shifted at the transmitter. As indicated in Figure F-9, the phase shift for

horizontally polarized signals is about 180 degrees whereas the phase shift

for the vertically polarized signals is about 25 degrees for a grazing angle

greater than 45 degrees. This means that the reflected circularly polarized

wave will be approximately 180 degrees reversed in polarity. Or, if the

incident wave is right hand circularly polarized the reflected wave will be

approximately left hand circularly polarized.

In addition, the amplitudes of the reflected waves for the vertical and

horizontal signals will be about the same at a grazing angle of 90 degrees

which will result in circular polarization. But there will be about a two to

one difference in amplitudes of the signals for a grazing angle of 45 degrees,

thereby resulting in an elliptically polarized wave. Since the direct wave

and the reflected wave may be oppositely polarized, the receiving antenna

which is designed to accept the direct wave will discriminate against the

reflected wave. This will decrease the effect of fading. This problem re-

quires further investigation. The following example assumes that the re-

ceiving antenna has a 3 db discrimination between the reflected and direct

signals.

F-27



IO0
1

1

I0

C_
ILl

0

Z

0
l.--

Z
U.l

U
a_ 1,0
U.I

v

Z -

I...-

Z
0 -
U

U

Z
0 -

e_

<
I

0.1

1

1

0.01
0

Figure F-8.

FUNDAM_

2nd HARMy

0.2 0.4 0.6 0.8

_ EREFLECTED
m

EDIRECT

Harmonic Content (Percent of IJnmodulated)

.0

F-Z8



20_

o.

100

I I I I

1.0

J f = 100 MC/SEC J

HP

D ES ERT _,,_,_'_H P

" VP MARSH

I I I I I I I I

10 9O

GRAZING ANGLE, _(DEG)

Figure F-9. Grazing Angle _((Deg)

1.0

0.8

o_

_nx,

0.4

0.2

I I I L I

\DE 
\

MARSH

f = 100 MC/SEC

I 1 I I I I t I I I

10 100
GRAZING ANGLE, _/,; (DEG)

Figure F-10. Grazing Angle _( (Deg)

F-29



c. Typical Example

The system parameters are

angular frequency is

given in Table F-3.

_dx2 dx 1
l d__

_°m = c[2d'_ dt dt

The modulation

Assume that dqb/dt = is negligible, therefore:

1} Between blackout and before chute opening

f _ 1.36 x 108;110,0001 = 1420 cps

m 9.6 x 108 _ ]

2) Maximum after chute opening

f -136x108( )
m ;.6 x 108 460 = 65 cps

3) Minimum after chute opening

f 1"36x 108 ( )
m 9.6 x 108 80 = 11 cps

The maximum doppler frequency is

dx

f i
fD- c dt

i. 36 x 108

9.6x 108
14.7 x 103)

The modulation factor is

let

m m

x 1 GT(e T) GR(e R)

x 2 GT(eT') GR(eR')

Xl= x 2 , D=I

therefore,

0.5 l.l

m = l-q-0-" _ " (0.51)

= 0.27

= 2080 cps

DR
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Table F-3. System Parameters

f = i00 Mc

qj= 45 deg to 90 deg

Desert land _ = 90 deg qj= 45 deg

R H = O.35 0.6

R V = 0.35 0.26

_H = 200 deg 194 deg

_bV = 24 deg 32 deg

Resultant for circular polarization

R = 0.51
c

_bc = -23 deg

x 1 = 10,000 to 40,000 km

x 2' = 85 + i0,000 to 85 + 40,000

x I x2 after blackout

dx
2

dt - 14, 700 ft/sec to 460 ft/sec after chute opening

14, 700 ft/secto 10,000 ft/sec = 4700 ft/sec
immediately after blackout and before chute

GT(eT) = -6 db

GT(eT' ) = 0 db

GR(e R) = 1 db

GR{eR') = 4 db
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d. Conclusions

The derivation of the equation of the carrier signal was determined

for a simple two signal reflection model. This was done to get first order

magnitudes of the fading rate, doppler frequency, and magnitude of modula-

tion envelope. Further investigation is required to justify this very simple

model.

Some typical results are:

l) Fadin_ Rate

Between blackout and before chute opening = 1420 cps

Maximum after chute opening = 65 cps

2) Maximum Doppler Frequency

fD = 2080 cps

3} Reflection Coefficient

There is approximately a 180 degree reversal of the circular

polarization for grazing angles above 45 degrees. The re-

flection coefficient is calculated for desert type land." This

reflection coefficient at a grazing angle of 45 degrees is

approximately

-j0.4
R=0.51e

4} Modulation Factor

The amplitude modulation factor for the received carrier is

27 per cent.

2.3. Z Frequency Uncertainties

a. General Discussion

For data rates of l0 bits/sec the problem of dealing with the

frequency uncertainties in the capsule -to- spacecraft link dominates the

link design. These uncertainties are primarily because of oscillator crys-

tal tolerances and doppler shift of the carrier frequencies. These uncertain-

ties have, of course, certain long-term nominal values. They also have

rates of change; for example, the doppler shift has a rate of change which
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would have to be considered in the design of the carrier tracking loop band-

width for a coherent phase modulation system. To give a feel for the mag-

nitude of the problem at this point, it will be found in the following section

that the total range of frequency uncertainty, z_FF will be approximately
three orders of magnitude larger than the bandwidth required for the data.

There are a number of ways of approaching the frequency uncertainty

problem. Certain significant options are as follows:

1) Total AF F System

The link modulation technique could be chosen such that a

nonfrequency-tracking spacecraft VHF receiver is used. Its

predetection bandwidth would be chosen to be large enough

to encompass the total range of frequency uncertainties.

Two such modulation techniques are PCM-FSK and PCM-

FSK-AM. This is the simplest approach.

Z) Partially Compensated AFF System

A close relative to the above system would again use a non-

frequency tracking VHF receiver with a broad predetection

bandwidth. It would, however, provide a number of choices

for the nominal center frequency of this bandwidth. Many of

the sources of frequency uncertainty to be listed can be

divided into a predictable component and a nonpredictable

component.

For example, the frequency of the spacecraft receiver crystal

is determined by its nominal center frequency, adjustment

drift due to aging, drift due to temperature and offset due to

the vibration of launch. Once the spacecraft is in flight many

of these variables then become fixed (at least for periods of

hours). Thus, given the ability to measure the value of the

frequencies involved and given the ability to vary the band

center of the spacecraft receiver, the total _F F to be
accommodated can be reduced.

3) Frequency Tracking System

It is possible to design systems using a frequency or phase

tracking spacecraft receiver in which the bandwidth of the

tracking i_ _ps are made large enough so that the acquisition

time and rate tracking errors are made satisfactorily low.

For these types of systems the total noise bandwidth of the

system would be substantially less than the total &F F to be

tolerated but would be much larger than the data rate (I0 cps).

These types of systems increase the spacecraft complexity

and are critically dependent upon the detailed nature of the

received VHF radio frequency signals.
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4) Spacecraft Repeater Systems

The last type of system is one in which the IF output of the

spacecraft VHF receiver is transmitted to the DSIF as a sub-

carrier on the S-band link. Here the data detection process

is done on earth, possibly using both real time detection plus

predetection recording with subsequent delayed detection.

This system places minimal complexity in the spacecraft and

preserves doppler and fading rate information for analysis on

earth.

b. Numerical Evaluation of Uncertainties

To supply a numerical basis for the following discussion, this

section will evaluate the range of the total frequency uncertainty, AF F,

which will be experienced. A list of these uncertainties is shown in Tables

F-4 and F-5.

Table F-4 is a conservative estimate of the total frequency uncertainty

assuming a carrier frequency of 136 Mc. The doppler shift of +2.0 Kc is

a worst case value with the spacecraft velocity vector considered normal

to the Martian surface and the capsule descending slowly on a parachute.

The lander crystal nominal value (+3 x i0-5) is a value quoted by Aero-

nutronics for its solid state transmitter designed for lunar hard landing.

The capsule high G value of 2 x 10 -5 is twice the experimental value meas-

ured by JPL for the permanent offset of crystal frequency due to high G

impact. The resultant _F F of about 21 Kc is conservative and would, in

the course of a development program, be refined by a large number of

measurements. It should be borne in mind that a statistical approach

would be required to choose the design _F F so that a very high probability

of never exceeding this value would be assured.

In Table F-5 it is assumed that a receiver is used which partially com-

pensates for the frequency uncertainty. Here, the expected values of the

spacecraft and capsule crystals would be computed using temperature

measurements or measured on earth (before entry). Then the spacecraft

receiver center frequency would be adjusted to place the actual carrier in

the center of the chosen band. It is assumed that programming out the

doppler shift of 2.0 Kcwould be extremely unwise because of the uncertainty

_'J.O. Lonbprg, "High Impact Survival," JPL TR 32-647, page 20,

30 September 1964.
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Table F-4. Capsule-Spacecraft Link Frequency Uncertainties

F = 136 Mc, Noncompensated Values

Item No. Source

1 Doppler Shift

2

3

4

5

Spacecraft Receiver

Capsule Crystal - Nominal

Capsule Crystal - High G

Total

6 _F F

Assumed
Parameter

15,000 ft/sec,

= 90 degNe

AFF(KC)

+2.0

-0.0

+2.7

±4. I

+2.7

+II.5

-9.5

21.0 _

A noise bandwidth of 22 Kc will be used in other parts of the analysis con-
tained in this appendix to accommodate the 21 Kc frequency uncertainty.

Table F-5. Capsule-Spacecraft Link Frequency Uncertainties

F = 136 Mc, Partially Compensated Values

Assumed
ParameterItem No. Source

1 Doppler Shift 15,000 ft/sec,

_e = 90 deg

-6
2 Spacecraft Receiver +5 x I0

-6
3 Capsule Crystal - Nominal +5 x i0

-5
4 Capsule Crystal - High G + 1 x 10

5 Total

6 AF F

AFF(KC)

+2.0

-0.0

+0.7

±0.7

±I .4

+4.9
-Z.8

7.7
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in its time of occurrence. By this technique the total _F F could be re-

duced to say 8Kc. This would improve the predetection C/N value by

about 4.4 db. Although this is a significant number, it comes at the ex-

pense of a considerable increase in system complexity.

c. Conclusions

In summary, pending a more detailed analysis, the most conservative

approach is represented by a Type l total AF,_ system with a frequency

uncertainty of approximately Z1 Kc. Type 2 and 3 systems should be stud-

ied further but could not be recommended at this time. A Type 4 space-

craft repeater system also represents a very conservative approach and

will be discussed in more detail in a later section. During Phase IB effort

will be devoted to more accurately determining the actual value of frequency

uncertainty to be accommodated. This will be done by a thorough investi-

gation of all causes of crystal frequency change, a more detailed compari-

son of the above approaches, and by coupling these to a statistical approach.

This will then result in a final _F F to be accommodated which will be

coupled to a probability of mission success.

Z.3.3 Frequency Choice

a. General Discussion

The following factors must be considered in choosing the frequency

of the link between the capsule and the spacecraft:

• The frequency uncertainty problem

• Propagation efficiency

• Receiving system noise temperature

• Efficiency of the solid state capsule transmitters

• Spacecraft and capsule antenna design problems

The following discussion will treat these considerations under the

assumption that the general frequency range of interest is i00 to 400 Mc.
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b. Frequency Uncertainty

The discussion in Section Z.3. Z indicated that the frequency uncertainty

problem was a major factor in system design. Since the arithmetic value

of AF F to be accommodated is directly proportional to the carrier fre-

quency, it is obvious that this consideration requires the use of as low a

frequency as possible.

c. Propagation Efficiency

Another major factor is the propagation efficiency--the transmitter

power output required to provide sufficient spacecraft receiver input power.

In the case of this link the transmission is between a capsule antenna sys-

tem which can be considered as a near isotropic radiator and a fixed beam-

width, fixed gain spacecraft antenna. So that the geometry of the entry

and postland orbital portions of the mission be satisfied, it is required

that the spacecraft antenna have a beamwidth of the order of I00 degrees.

For this case the form of the free space equation which applies is

PR- (4___d)2GTGR
PT

and the loss between transmitter and receiver increases 6 db per octave

of frequency increase. Thus, this factor also favors operation at as low

a frequency as possible.

d. Receiving System Noise Temperature

The three COnLL'.u,,_u_o........... to th. _....._ ......._T_,_g system noise temperature

are planetary noise temperature, cosmic noise, and spacecraft receiver

noise. The planetary noise, if it totally filled the spacecraft antenna beam

would contribute approximately 300°K to the system noise temperature.

For the actual geomet_j, however, only a small portion of the beam is

filled with the planet. Thus cosmic noise has a significant contribution

to the system noise temperature. In the 100 to 400 Mc frequency range

low noise transistor preamplifiers are available which can conservatively

provide a 3 to 5 db noise figure.
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In summary the total noise temperature of the system varies as

follows (estimatedS:
Noise Temperature ( °K 1

Frequency

(Mc) Cosmic Receive r Total

i00 1200 300 1500

136 600 420 1020

200 200 420 620

400 50 600 650

Thus, it can be seen that in the range of 136 to 400 Mc only a 2-db change

is in system noise temperature. This factor alone favors the mid-portion

of this frequency range.

e. Solid State Transmitter Efficiencies

In general, the efficiency of solid state transmitters will decrease

with increasing frequency. This factor will at least offset the system

noise temperature variation. So, in summary, the equipment factors of

receiving system noise temperature and transmitter efficiency vary in a

very broad manner such that they do not control or heavily influence the

frequency choice.

f. Spacecraft and Capsule VHF Antenna Design

Thus far all considerations have pointed toward the use of low fre-

quencies in the vicinity of 100 to 200 Mc with the frequency uncertainty

problem and propagation efficiency heavily favoring the lowest possible

frequency and cosmic noise becoming quite influential at 100 Mc. Thus,

aside from the design of the two antennas, the use of 136 Mc is indicated.

Regarding the antenna designs, it would be desirable to work at the higher

frequencies for a number of reasons:

15 The spacecraft antenna size for a given required beamwidth

is smaller at higher frequencies.

25 Achieving a high capsule antenna front-to-back ratio would

be easier at high frequencies. (This is desirable to mini-

mize multipath reflections.)

35 Due to the restricted size of the capsule, a lower bound in

frequency exists for which the antenna can be designed. It

will be assumed that these constraints can be satisfied at

136 Mc.
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g. Conclusions

In conclusion, then, it is found that 136 Mc represents a sensible

compromise favoring the very influential frequency uncertainty and propa-

gation efficiency factors, and providing a satisfactory compromise in the

other areas.

2.3.4 Modulation, Demodulation, and Synchronization

As a first approximation, there is a high probability that the fading

rate will be comparable to the information rate. It has been shown that

for a differential PSK (DPSK) system or DPSK-AM system when the fading

rate is only about 20 per cent of the information rate, this type of system

is useless. The FSK system has a very gradual degradation with fading

rate.

The next decision is to determine whether the system should be

coherent or noncoherent. A coherent system requires phaselocking the

reference oscillator and the received signal. It has been shown that the

acquisition time T A is related to the frequency uncertainty AF and the

noise bandwidth B
no of the phaselock loop by

1OAF

TA- (Bno) 2

This is the acquisition time for a 95 per cent probability of success and a

signal-to-noise power ratio equal to 9 db. The rms phase jitter is 0.15

radians or 9 degrees. Since the time at the end of blackout to impact may

be as low as 4 minutes, the acquisition time should be about i0 seconds.

Thus, we have

AF = 21 Kc/sec

T A = I0 seconds

B = 150 cps
no

A.B. Glenn and G. Lieberman, "Performance of Digital Communication

Systems in an Arbitrary Fading Rate and Jamming Environments, "

IRE Trans PGCS, March 1963.

@_ J.P. Frazier and J. Page, "Phase-Lock Loop Frequency Acquisition

Study, " IRE Trans PGSET, September 1962.
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From the system parameters (Table F-61,

and for B = 150 cps,

C-- = 44.3 db
No

C--= 22.5 db
N

Table F-6. Capsule Link Parameters

Total frequency uncertainty

Information bit rate

Maximum range

Transmitter power

Transmitter antenna gain

Receiver antenna gain

Received Power

Effective noise temperature

Transmission frequency

Noise power spectral density

Noise power in 44 kc bandwidth

= ±ll Kc/sec

= i0 bits/sec

= 40,000 krn

= 20 watts

= 0 db

= 4 db

= -153.7 dbw

= 1020°K

= 136 Mc/sec

= -198 dbw/cps

= -151.6 dbw

A signal margin must be allocated for the multipath fading and for

the capsule antenna gain fluctuations as a function of attitude uncertainties

during descent. A 6-db margin is assumed. In addition, a 6-db margin
is assumed for equipment parameter uncertainties. With the total of IZ-db

system margin, the effective C/Nis I0.5 db or a +1.5 db margin. A small
fraction of the total power (less than i/2 db) would be required for provis-

ion of a data subcarrier, thereby reducing the margin slightly.

Thus, it appears that carrier lock performance is adequate but with

small margin. Of particular concern is the nature of the degradation

decreased lockup probability-- if the signal margin becomes negative.
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An extremely high lock up probability is required for post blackout

reacquisition.

In the event that signal strength is much larger than estimated, then

an additional problem of spurious lock on modulation sidebands can occur.

This can be alleviated, but at the expense of added complexity, with an

IQ phase lock loop.

a. Noncoherent FSK System

The system considered is shown in Figure F-ll.

PUT

SAMPLING

SIGNAL

Figure F-II. Noncoherent FSK System

The analysis for the different points in Figure F-ll are:

Point A

Carrier to noise power ratio C/N = -2.1 db

Bandwidth BIF = 2(B 1 + 2zkF)

where

B 1 = twice the information bandwidth

= 2f = 20 cps
m

_F = ii Kc/sec

BIF = 44 Kc/sec
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Point B

b B1 + 2AF

= +O.9 db

At this point before noncoherent detection we must assume a system

margin because the performance of this detector is sensitive to the input

signal-to-noise ratio. We will assume a 6-db system margin for system

parameter variations and a 6-db margin for fading. _ This gives a total

of 12-db system margin.

Therefore,

= -ii.i db

as measured in a bandwidth of 22 Kc/sec.

Figure F-IZ shows the effect of noise on the characteristics of a linear

detector. _ This curve is used to determine the SNR at the audio or video

output of an AM receiver. The curve is valid for sinewave modulation

when the audio bandwidth is less (at least one half) than the IF bandwidth.

The SNR is normalized to take into account the different IF to audio band-

width ratio of different receivers. Each ordinate represents the calculated

value of SNR at the output in db minus i0 log IFBw/2AFBw. For example,

a receiver whose IF bandwidth (IFBw) is 100Kc and whose AF bandwidth

(AFBw) is 3 Kc, one would have to add to the value of SNR read as an

A.B. Glenn and G. Lieberman, "Performance of Digital Communi-

cation Systems in an Arbitrary Fading Rate and Jamming Environments,

IRE Trans PGCS, March 1963, and A. B. Glenn and G. Lieberman,

"Effect of Propagation Fading and Antenna Fluctuations or Communi-

cation System Performance in a Jamming Environment," IRE Trans
PGCS, March 1962.

E.G. Fubini and D. C. Johnson, "SNR in AM Receivers" Proc. IRE,

pp. 1461 to 1466, December 1948.
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ordinate a number equal to i0 lOgl0 100/6 = 12.2 db. Modulation coeffi-

cients m different from 100 per cent can be taken into account with good

approximation by adding 20 log i0 m to the ordinate.

From Figure F-IZ, the output SNR of

(z'z)(l°4)- +13.4 db
:-17+iologlocz I1ol

c

as measured in a i0 cps bandwidth.

At point d, the noise from the channel which does not contain the

signal will contribute noise to the channel which contains both signal and

noise. However, the noise from the channel that contains signal and noise

is the sum of the cross-product of the signal and noise plus the cross-

product of the noise and noise.* Since the SNR at the input to the detector

is very small, the noise from the two channels will be about equal.

Therefore, the resultant output SNR at point d is approximately

13.4 - 3 db

d

= I0.4

The energy-to-noise power spectral density is

B

(s)NE--- - N- d
o

= ii.0 x 10 x O. I

= I0.4 db

The sampling circuit will sample at the end of the data bit. If the

sampled signal is greater than zero, the decision will be that the most

M. Schwartz, Information, Transmission and Noise, McGraw Hill

Book Company, 1959, Chapter 6, and W. B. Davenport and W. g.

Root, Introduction to Theory or Random Signals and Noise, McGraw

Hill Book Company, 1958, Chapter IZ.
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probable transmitted signal was a mark and vice-versa.
probability 3 of Pe = 10-3, the required E/N is 10.8 db.

o
gaussian noise distribution in the i0 cps filter.

For an error

We assume a

g. FSK-AM System

The next system analyzed is the noncoherent FSK-AM system

shown in Figure F- 13.

INPUT
d

_ OUTPUT

SAMPLING

SIGNAL

Figure F-13. Noncoherent FSK-AM System

Table F-7 shows the results of the analysis for the conditions given

in Table F-6, a modulation of 100 per cent and a 12-db system margin.

Table F-7. Results of Capsule Link Parameter Analysis, FSK-AM

B andwidth

Point (cps)

Carrier -to -Noise

Power Ratio (db)

a 22,000 -l I. 1

b 40 -17.1 + 24.4 = 7.4 db

c 20 I0.4

d 10 10.4

e I0 9.4*

As there is approximately 1 db contribution of noise

due to the space channel.

The above analysis is based on carrier power. But to obtain a more

realistic comparison of FSK and FSK-AM systems the results should be

based on the same prime power for both systems. For the AM system and
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for 100 per cent modulation the carrier contains 67 per cent of the total

power. Thus, on the basis of total power limitation, the effective signal-

to-noise power ratio for the FSK-AM system is 9.4 - 1.7 or 7.7 db. There
is an additional degradation of at least l db in the FSK-AM system because

in a practical system the modulation will be less than 90 per cent instead of

the 100 per cent assumed in the analysis. Thus, the FSK system requires
about 3.5 db less power than the FSK-AM system.

c. Synchronization

The proper detection of the data in the spacecraft requires bit

synchronization. This is necessary so the sampling is done at the maxi-

mum SNR. Thus, the error probability is minimized in the maximum

likelihood decision criteria. Many techniques may be used for bit and

frame synchronization. These methods should be investigated for both

performance and complexity of implementation before a technique is de-
-,.c$-

cided. The following is a discussion of one type of synchronization.

In start-stop synchronization there are three required functions.

These are "ready," "phasing," and "start" functions. The "ready" alerts

the receiver as _o when to look for the start and phasing information. The

"phasing" indicates the proper orientation of the sampling while the "start"

indicates the proper location of the first information bit.

Figure F-14 shows a method of combining the ready and phasing func-

tions. At the expense of extra bandwidth, a burst of double speed reversals

is used as a ready signal. Since the data signal spectrum has a null at this

frequency, the ready signal may be separated by a narrow bandpass filter

or equivalent. The output from this filter has a phase representing the

average phase of the burst and therefore provides an accurate indication

of the correct phasing for the bit sampling. This signal can also be used

as a temporary receiving clock to sample for the start pattern instead of

depending upon signal transitions. The start may consist of a simple

isolated marking bit. After the start has been located the regular receive

S. W. Golomb, "Digital Communications," Prentice Hall, 1964,
Chapter 7.

W. R. Bennett and J. R. Davey, Data Transmission, McGraw Hill

Book Company, 1965, Chapter 14.
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clock is started in the same phase as the temporary clock signal. In long

messages the phase of the receiver clock may be corrected during the

message by the average transition times.

READY

_ AND
PHASING

_]-!_l-[J-1_i-Kr-Lffl

FILTERED READY PHASING

TEMPORARY CLOCK

START-STOP CLOCK

J START

I

I
[

L

 mrthnn
i

I
I

l
n_n_n_n_m
I

I

Figure F-14. Method of Combining "Ready" and

"Phasing" Functions (After Bennett

and Davey)

A block diagram of the FSK receiver showing the information and

sync channels is shown in Figure F-15.

E

Figure F- 15.

LINEAR

DIFFERENCE

CIRCUIT VIDEO
AMPLIFIER

Noncoherent FSK System
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The output of the mark and space bandpass filters (BPF) are followed

by envelope detectors. Since these detectors will be operating near the

square law region, these detectors approximate energy detectors. These

are more efficient than voltage detectors in a fast fading rate environment.

The output of these detectors is applied to a linear difference circuit

which is followed by a LPF and amplifier. The output of the amplifier is

applied both to a detector for the synchronizing signal and to a matched

filter. This filter is an integrate-and-dump type and maximizes the data

SNR. The output of the sync detector provides sampling signals which will

sample the output of the matched filter at the maximum SNR. A decision

device which follows this match filter will decide whether a mark or space

signal was transmitted. If the output of the matched filter were positive,

the most probable transmitted signal was a mark and vice versa.

d. Data Rate Performance of FSK System

Since the performance of the envelope detectors in the noncoherent

FSK system is sensitive to input carrier to noise ratios, it is important

to determine the effect of variations in the frequency uncertainties and

transmitter power. As previously discussed the assumed frequency un-

certainty AF was on the conservative side. Also a system margin of 6 db

for fading plus 6 db for other parameters was assumed necessary for 99

per cent probability of satisfactory operation. Both the frequency uncer-

tainty and the system margin require further investigation so more precise

values may be obtained on a statistical basis. The curves in Figure F-16

show the effect on noncoherent FSK for the following conditions:

Transmission range = 40,000 km

Transmission frequency = 136 Mc/sec

Effective receiver noise temp. = 1020°K

Transmitter antenna gain = 0 db

Receiving antenna gain = 4 db

Data error probability = 10 -3

Total system margin = 12 db

A. B. Glenn and G. Lieberman, "Performance of Digital Communica-

tions Systems in an Arbitrary Fading Rate and Jamming Environments,

IRE Trans PGCS, March 1963.

,I
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Figure F-16. Data Rate vs. Frequency Uncertainty
for Noncoherent FSK

The effect of decreasing the frequency uncertainty A F on the data

rate D shows that for a transmitter power of 20 watts a decrease in AF

from 20 to 2 Kc/sec allows an increase of D from i0 to 32 bits/sec. A

6-db increase in transmitter power (or equivalently a 6-db decrease in

system margin) from 20 to 80 watts gives about a nine-fold increase in

data rate.

e. Conclusions

The FSK noncoherent system was chosen for the following reasons:

1) High probability that fading rate is comparable to

information rate

2) Frequency search and acquistion required for a phase-

lock loop

3) Spurious lock on modulation sideband can occur with

phase-lock loop

4) S/N degradation likely to cause phase-lock dropout and

complete loss of data until reacquition occurs
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5) Simplest and most reliabile implementation

6) Satisfactory operation a_a range of 40,000 km for an
error probability of 10-_and a 12 db system margin.
Half of this system margin is required because of fading
and antenna fluctuations for 99 percent probability of
satisfactory operation.

Z.3.5 Link Performance

The preceding sections have described the mission profile and have

derived the characteristics of the modulation technique to be used. The

appropriate parameters will be collected in this section to form a perfor-

mance summary. This is shown in Table F-8. The following comments

apply to items in the table.

Item 2: It is assumed the entry VHF transmitter is mounted on the

outside of the impact absorption shell of the capsule.

Item 6: Ellipticities for the spacecraft and capsule antennas are

assumed to be 2 and 4 db, respectively. Each will use circular polarization.

Item 9: It is assumed that a single low noise preamplifier is used

which is common to both VHF receivers in the spacecraft.

Items i0 and ii: As has been discussed in the preceding section on

modulation and demodulation, the margin must be computed before detec-

tion. This is because the FSK mark and space channel detectors are

operating in a negative C/N ratio region. Note that this table provides a

total of 12 db of predetection margin for the sum of equipment and fading

effects.

Item 16 in Table F-8 shows that the system described will provide a

C/N in 44 kc of -13.9 db into the spacecraft receiver. In Section 2.3.4 it
-3

was shown that this is adequate to provide I x I0 error rate detection

using the noncoherent FSK system as designed. This operation is pro-

vided at maximum range using the reasonable values of 20 watts for the

capsule VHF transmitter and a 0-db gain capsule antenna.

*The official telecommunications design control table will be found in

Volume 2, Section 5.3.3.
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Item

I

2

3

4

5

6

7

8

9

10

II

12

13

14

15

16

Table F-8. Performance Summary

Capsule to Spacecraft During Entry

Parameter

Total Transmitter Power

Transmitting Circuit Losses

Transmitting Antenna Gain

Transmitting Antenna Pointing Loss

Space Loss (F = 136 Mc,

D = 40,000 km)

Polarization Loss

Receiving Antenna Gain

Receiving Antenna Pointing Loss

Receiving Circuit Losses

Margin for Fading Effects

Margin for Equipment Effects

Total Circuit Losses

Total Received Power

Receiver Noise Spectral Density

(NF = 4 db, T = 420°K + 600°K

= 10Z0°K)

Receiver Bandwidth (44 Kc)

Receiver C/N in 44 Kc

Value

+13 dbw

0.5 db

0 db

0 db

167.2 db

0.5 db

4 db

i db

1 db

6 db

6 db

• 178.2 db

-165.2

-197.7 dbw/cps

46.4 db

-13.9 db
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2. 3.6 Spacecraft VHF System Configuration Selection

a. Total System

As a result of the preceding analysis, a VHF link between the cap-

sule and the spacecraft has been designed which operates in the 136 to

138 Mc space telemetry band, using circular polarization and a noncoherent

FSK modulation technique. A block diagram of the spacecraft receiving

system is shown in Figure F-17.

SPACECRAFT

VHF ANTENNA

BAND PASS

FILTER

RF

PREAMPLIFIER

VHE

REC[IVER

VHF

RECEIVER

I-q I-FSK

DEMODULATOR

__ FSK F. _DEMODULATOR

10 BIT SEC

NRZ DATA

Figure F-17. Spacecraft VHF Receiving System

The spacecraft antenna receives the circularly polarized RF signals

which are conducted to the RF bandpass filter. This filter prevents RF

energy at other than the desired frequency from entering the RF preampli-

fier. It is required primarily for operation in the pad checkout and earth

orbit test phase of the program. A single, simple low noise RF preampli-

fier is used to amplofy and supply signals to the two VHF receiver demodu-

lator pairs. The use of one preamplifier eliminates the 3-db loss that

would be present should two receiver inputs be operated in parallel. The

two bit streams of demodulated data are fed to the data handling subsys-

tem for transmission to earth via the S-band link.

b. Spacecraft VHF Antenna

The following are the basic performance specifications on the space-

craft VHF antenna:
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Center frequency

Gain ;'_

Polarization

B eamwidth (3 db)

Ellipticity (over
ii0 deg cone)

136 to 138 Mc

4 db rain

Right-hand circular

l i0 deg

4 db max

c. RF Bandpass Filter

Center Frequency

Bandwidth (3 db)

Bandwidth (60 db)

Loss

d. RF Preamplifier

Center Frequency

Bandwidth (3 db)

Noise Figure

Gain

Outputs

e. VHF Receiver

136 to 138 Mc

2Mc

To be specified

0.2 db

136 to 138 Mc

1 Mc

4 db max

20 db rain

2

A block diagram of the VHF receiver is shown in Figure F-18.

basic performance specifications are as follows:

Input Frequency

Output Frequency

B a ndw i dth

Noise Figure

136 to 138 Mc

10 Mc

44 kc

i0 db max

Its

With respect to circular isotropic.
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Crystal Oscillator
Stability _

Aging,

power supply,
center set

Shock offset

-5
±3 x l0

-5
±2x 10

MC FILTER AMPLIFIER AMPLIFIER OUTPUT

T
MULTIPUER J

1
OSCILLATOR

Figure F-18. VHF Receiver Block Diagram

In computing the dynamic range required in the VHF receiver in the

spacecraft, assume that the start of the process of checking out the capsule

takes place when the range between the spacecraft and the capsule is 100 km

(approximately 10 minutes after capsule ejection). The signal in the space-

craft receiver is then 52 db above the nominal signal at maximum range

(40,000 kin). Adding to this the 12 db margin and a few db for positive

tolerances on other parameters, it is found that a 70-db dynamic range

will suffice. The absolute level of the input signal will be less than

-I05 dbw which is well below saturation in the RF preamplifier.

f. FSK Demodulator

A block diagram of the FSK demodulator is shown in Figure F-19. Its

basic performance specifications are as follows:

Input Frequency (Nominal) i0 Mc

Input Power Level To be specified

#
To be reduced to the degree possible as a result of test data analysis.
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Mark Channel Center
F r equency

Space Channel Center
Frequency

Mark and Space Channel
Filter Bandwidth s

Output Data Rate (NRZ)
$

Error Rate

10.011 Mc

9. 989 Mc

22 kc

I0 bits/sec

-3
l0 max

IF INPUT_

BAND PASS H ENVELOPE
FILTER DETECTOR

B=22KC

BAND PASS H ENVELOPE J
FILTER DETECTOR

B = 22 KC

+ H LOW PASS DECISION
SUMMER FILTER CIRCUIT DATA

MATC.EDI I
FILTER

l°BPSI I

DETECT RI

Figure F-19. FSK Demodulator Block Diagram

Z. 4 Constraints

2.4.1 Spacecraft

The constraints imposed upon the spacecraft by the VHF link with

the capsule are the following:

a) The requirement for the 4-db gain 136 Mc antenna point-

ing in the direction of the lander during entry and landing.

b) No control signals are required by the VHF receiving and

demodulating e quipm ent.

c) This equipment delivers two bit streams at 10 bits per

second each which are asynchronous with respect to the

spacecraft. Thus, the Data Handling Subsystem must be

capable of deriving word sync and processing the demodu-
late d data.

To be measured with an input C/N ratio of -14 db as measured in a 44 kc
bandwidth.
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Z.4. Z Capsule

Since no spacecraft command transmitter is provided, it is assumed

the capsule is either preprogrammed, hard wire programmed to its own

sensors, or receives command from its own S-band command system.

It is required that the capsule possesses a VHF antenna which has

zero db gain minimum and an adequate front-to-back ratio.

The required capsule 136-Mc FSK transmitter power output is

20 watts for the entry portion of the mission.

Z. 5 Spacecraft Nondemodulatin_ Repeater Operation

Z. 5. l General Principle

In the foregoing analyses and discussion it has been assumed that

demodulation of the digital data takes place in the spacecraft. This type

of system will completely satisfy the mission requirements. There is,

however, an alternate approach which is worthy of investigation. In this

mode the spacecraft would be used as a broadband repeater to transmit to

earth the predetectionIF output of the spacecraft VHF receiver. This

would be done by phase modulating this IF as a subcarrier on the Z Gc

transmitter. In the DSIF this demodulated subcarrier would be recorded

(following the first coherent demodulation). Then following completion

of the entry portion of the mission this recording would be analyzed for

its capsule signal content. A block diagram of one such system is shown

in Figure F-Z0.

The use of this type of system would provide the following advantages:

a) More scientific data would be made available for analysis.

For example, the doppler shift and doppler rate data on the

tape recorder would permit making estimates of decelera-

tion versus time profiles; signal level versus time data

would provide data on blackout and postblackout signal trans-

mission; and analysis of the doppler shifted component of

the signal reflected from the planet would possibly provide

data regarding the Martian terrain.

b) A redundant mode of obtaining the primary entry data is

obtained. For example, failure of both the VHF data de-

modulator and the data handling subsystems would not pre-

vent full data collection.
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Figure F-Z0. Spacecraft Non-Demodulating Repeater Operation

The following section will explore the possibility of using such a

system. While insufficient evidence is currently available to warrant its

inclusion as a primary mode of operation at this time, the above advantages

will warrant its further study in Phase IB.

It should be cautioned that in the following material, modifications

will be discussed of the basic system as proposed in earlier sections of

this appendix. These are to be clearly differentiated from that proposed

system.

2.5. Z Operational Assumptions

Since it would be unsatisfactory for operational reasons to use the

entire S-band transmitter power for the VHF receiver, IF subcarrier, it

will be assumed that a 500-bit/sec telemetry channel is carried on the

S-band link simultaneously with the subcarrier.
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X. 5.3 Revised Spacecraft Transmitter

For the purposes of this discussion it will be assumed that the VHF

receiver has an additional output consisting of a translation of the main

IF to a center frequency of 90 kc and that the bandwidth of this output is

44 kc. This 90-Kc subcarrier then is_phase modulated on the Z Gc carrier.

The resultant single sided S-band spectrum is as shown in Figure F-Z1.

/

DATA

SPECTRUM

18KC 68KC

(APPROX I MATE LY')

90KC _02KC

Figure F-Z1. S-Band Spectrum

Z. 5.4 Revised S-Band Down Link Computations

The following computations will give an indication of the performance

achievable in the S-band down link under the following assumptions:

Maximum Spacecraft-Earth Range

at Encounter

TWT Power Output

Spacecraft Gain

T r affic

1.9x 108kin

40 watts

30 db

One 500 bit/sec channel

plus the 90 I<c subcarrier

Using the Telecommunication Design Control Table found in Volume 2,

Section 5.3.1, the total received nominal power under the above assump-

tions will be

40

-137.0 dbm + I0 log _ + 20 log

2.5x 108

1.9x 108

- -131.6 dbm.
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Allowing a 6-db margin the minimum received power is then -137.6 dbm.

The noise spectral density at the DSIF is -184.8 dbm/cps.

To design a two subcarrier data link the total power is split between

the carrier, 500 bits/sec telemetry subcarrier channel and the 90-Kc cap-

sule data repeater channel. For the 500 bits/sec telemetry data channel

a S/N of 7.3 db (for 5 x l0 -3 bit error rate) is required in 500 cps. To

satisfy this, at least -150 dbm (-184.8 + 7.3 + 27.0) must be placed in the

500 bits/sec telemetry data channel. This permits a Psc/Ptot up to

-12.9 db. The carrier tracking channel requires at least 6 db in 2 BLO

(12 cps) or -168.0 dbm (-184.8 + 6 + 10.8). This permits a Pc/Ptot up

to -30.4 db.

As a first approximation it is assumed that a total rms carrier

deviation of 1.1 radians is used. This gives a ratio of Pc/Ptot of -5.8 db

for two subcarriers. The total power in a subcarrier is given by:

P sc(I) p c _J 1(mn)] 2

for sinewave modulation. For a squarewave subcarrier Jl(mn) and Jo(mn)

are replaced by sin (rnn) and cos (ran) respectively. Substituting into the

above equation on solving for m I (where m I is the deviation allotted to the

500 bits/sec telemetry data channel) gives:

tanZ(ml ) 1 P P
_ sc tot

2 Ptot Pc

tan(m 1 )

m
1

= 0.394

= 17.8 deg 0.310 radians (rms, peak)

With the total rms deviation of 1.1 radians, the deviation (m2) that can be

allotted to capsule data sinewave subcarrier is

JPL Technical Report 32-215 (March 15,

Probe," BennD. Martin, pp 52, 23.

196Z), "The Pioneer IV Lunar
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2 2 2

m 2 = into t - m 1

m 2 =

m Z

If the capsule data channel is a sinewave channel,

_ (o.

= 1.05 radians (rms)or 1.49 radians (peak}

then

P
sc

P
tot

1
-2 c

Ptot LJo(mz)J

= 3- 5.8+0.3

= -2.5

Thus for the capsule data channel the 1_ /N would be -137.6 - 2.5 +
' SC

184.8 or 44.7 db/cps, and the subcarrier-to-noise ratio in 44 Kc is then

(C/N) = 44.7 db - 10 log 44,000 = -1.7 db
sc

2.5.5 Net Subcarrier-to-Noise Ratio

The above computations then show that the down link noise produces

a (C/N)s c in 44 Kc of-l.7 db. In Section 2.3.5 itwas shown that, for a

12 db system margin, the capsule carrier-to-noise ratio (C/N)L 1 as the

output of the spacecraft VHF receiver in 44 Kc was (C/N)L 1 = -14 db.

Now the carrier-to-noise ratio (C/N)T B at Point A on Figure F-Z0 will

be (C/N)LB = -14 db - 10 log l +II'4_8 _ 17.9 db. So it can be seen that

the S-band link now contributes heavily to the net (C/N)L B with which the

earth-based subcarrier data analysis equipment must work. Thus, the

price paid for being able to operate on the predetection capsule signal on

earth is a decrease in its C/N by 3.9 db.

Z.5.6 Earth-Based Data Analysis

Although the earth-based subcarrier data analysis equipment must

now work in a noise environment 3.9 db poorer than that present in the

spacecraft, this equipment has two major added degrees of freedom,

namely:
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a) The time to process the signal is no longer constrained to
seconds or minutes.

b) The permissible equipment complexity of the demodulation
equipment can be increased.

Since the data analysis can be done from the tape recorder subse-

quent to the mission constraints such as signal acquisition time no longer

apply; also repetitive playing of the tape will allow programming out

major portions of both the total frequency uncertainty and the rate of

change of the capsule carrier signals.

This topic will be studied further in Phase lB. The approach will

be to work with the known signal characteristics (doppler, doppler rate,

fading rate, and the likely range of characteristics of the reflected signals).

Then, assuming reasonable times for post-mission data analysis, the re-

quired detector noise bandwidths will be determined. The one point of

reference available in this appendix is the computation made in the section

on modulation in which it was found that a noise bandwidth of 150 cps was

required to acquire the signal in 10 seconds (assuming a total range of

frequency uncertainty of 22Kc). Using the value of C/NLB above of

-17.9 db, it is found that at the DSIF the required noise bandwidth to pro-

duce a +10 db C/N ratio is B = 44Kc - 27.9 db = 70 cps. It would seem

likely that bandwidths at least this small could be achieved using signal

processing techniques operating in nonreal time.

Z. 5.7 Summary

As stated in the introduction, the inclusion of this mode of operation

is not being recommended at this time. Further work is required on the

detailed techniques to be used by the subcarrier data analysis equipment.

The small C/N degradation experienced in the down link makes the approach

look very promising. In addition, two added possible eventualities might

make it look even more attractive:

al

b/

Should the added scientific data provided warrant the slight
added spacecraft complexity and reduction in telemetry data
rate during entry; and

Should the very conservative estimate of the frequency

uncertainty (AF F = 22 Kc) be found too conservative. IAs
AF F is reduced, the reduction in subcarrier bandwidth
would reduce the contribution of the S-band down link noise.)
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P SEUDO-NOISE SYNCHRONIZER PERFORMANCE

Introduction

Several important characteristics of PN synchronization will be

derived:

• Probability density function of the loop phase error.

• Mean time to loss of lock.

• Magnitude of the false-lock lobes of the loop error function.

.t.

The first two derivations use the techniques of Tikhonov and Viterbi _'.

They have obtained exact solutions for some of the performance character-

istics of a phaselock loop when driven by a sine wave in additive white

noise. In Section 3.2 the periodic signal waveform that may take only

one of two levels is considered. Two features of loop performance in

additive white noise are derived: the first-order steady-state probability

density function of the loop phase error, and the mean time to loss of lock.

The derivation parallels that in Viterbi using Fokker-Planck equations.

The solution is not exact being based on the equivalent of narrow band

assumption for the usual phaselock loop. The principal results of the

analysis are that the first order PN sync loop is noisier and has a shorter

mean time to unlock than a phaselock loop at the same SNR. In particular,

for the same asymptotic (high SNR) mean time to unlock, the PN loop
t..t.

requires 9 db more signal power than the PLL.

In deriving the above results the effects of the bandpass filter and

limiter in the sync loop are ignored. In Section 3.3, the narrow bandpass

filter results in a loop error voltage shown as different from the ideal

triangular function. The actual loop error function with the limiting

case of an infinitely narrow filter is calculated. The appearance of side

*V. I. Tikhonov, "Phase-Lock Automatic Frequency Control Applica-

tion in the Presence of Noise, " Automatika i Telemekhanika, Vol. 23,

No. 3, 1960, and A. J. Viterbi, "Phase-Lock Loop Dynamics in the

Presence of Noise by Fokker-Planck Techniques, " JPL Technical

Report No. 32-427, 29 March 1963.

**The comparison of the PN sync loop with the ordinary phase lock loop

does not imply any conclusions regarding the IQ phase lock loop used

for NRZ sync. This comparison is treated in Section 4 of this appendix.
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lobes or false-lock points is the principal feature of the practical error

function. The effect of PN code length is observed: a 7-bit code has side

lobes only 20 db down, whereas, for the Mariner C 63-bit code they are

40 db below the central peak. Thus, longer codes minimize the probability

of false lock.

3.2 A Fokker-Planck Solution for First-Order Phase-Lock Loops
With Square Inputs

3.2. 1 Differential Equation and Assumptions

The circuit of concern is shown in Figure F-22. The input is As(t)

+ n(t), where s(t) = ± 1 for all t and is periodic with period = 1/Wo; n(t} is

white, i.e., E [n(u)n(v)] = 1/2NoS(U-V ). This input is multiplied by the

reference voltage, and applied to a linear filter F(s). Its output e(t) is the

input to a VCO driving a code generator, which produces the reference

f{Wot + @/T), where f = ± 1. s(t) may be written in the form S(Wot + G/T),

since it is of period 1/w ° (we assume from the start no frequency error

exists, to simplify matters. ) Hence

dtd-0@= e(t} = F(s) I As (Wot+ _-)f (Wot+ TO---)+ n(t)f (Wot+_)l (F. 17)

A (t) + n(t)

CODE
GENERATOR

F(s)

Figure F-ZZ. Phase-Lock Loop

In Equation (F. 17), the product sf takes on only the values _+ I. It

is now assumed that the period I/w ° is much shorter than the phaselock
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loop response time, so that the loop perceives effectively only an averaged

version of this product; or that in Equation (F.42), the product sf can be

replaced by

( @ 8) Average ( @ _)t + -- s Wot + f w t + = g(6) (F. 18)s Wot + f Wo 1 cycle o

with 6 = _ - 0. The function g is then the cross-correlation of the two

codes s and f, and is the usual curve of loop error voltage vs. phase error.

g is then an odd function of 6. Equation (F. 17) becomes

We treat only the first-order loop, and replace F(s) in Equation

(F. 19) by +K. Since _ is a constant, (F. 19) can be written as

_ o ) (F.20)= - AKg(6) - Kn(t)f Wot + T Tdt

3.2.2 Steady-State Phase Error Probability Density Function

Equation (F. 20) represents a Markov process, since the incremental

change in position is a function only of the present position. Hence, the

instantaneous probability density P(6, t) satisfied the Fokker- Planck

equation

where

A(6 ) = lira (1/At) A 6
&t -----0

B(¢) = lim (1/&t)* 2
Zxt--0 6

A and B may be evaluated from Equation (F. 20). Given 6,

z_6

t+At t+At

/ Wo /= = t + _ - 6) n(t)dt$(t)dt -AKg(,)At - Kf

t t

(F.ZZ)
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From Equation (F. 22), then, since n(t) is assumed white with zero mean,

A(h = - AKg(¢)At

t+&t t+At

2 = K2f2
A¢ (Wot + _J- dp) f du f dvn(u)n(v)

t t

since f2 = 1. Thus,

i _t= _ KZNo

A(¢) = - AKg(@)

1 2

B(¢) = _K No

Equation (F. 21) is then

8p(¢,t) : _[A ] 1 _2 [1K2NoP(_b, )It
at + Kg(d_)p(_b,t) q 2 8¢2

(F. 23)

We are interested in the steady-state probability density function

p(¢,_). Equation (F. 48) becomes (F. 23)

A 1 Z dp(¢)d Kg(¢)p(¢) + _K N = 0d-_ o de (F. 24)

The solution to Equation (F. 24) is

p(¢) = exp _' [ g(x) + C

-T/2 -T/Z -T/Z

(F.ZS)
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where C and D are constants to be evaluated, _' = 4A/KN o, and _ is

assumed periodic over (-T/2, T/2). The boundary conditions for

Equation (F. 25) are

r/z

p(T/Z) = p(-T/Z); ./ p(_b)d¢ = 1

-:r/z

Using these to evaluate the constants, Equation (F. 25) becomes

expWh(¢)] (F. 26)
P(¢) - T/2

/ [o' lxl]
-T/Z

where

¢

h(¢) = - J g(x)dx (F. 27)

-T/2

Equation (F. 26) is the expression of interest.

3.2.3 Mean Time to Loss of Lock

Suppose initially that _ = 0. Due to the noise n(t), it departs from

zero for t > 0. Whenever it exceeds some value ¢i in magnitude, sup-

pose that the circuit is removed forever from operation. How much time

on the average is required before ¢ reaches _l ? Before _ reaches ¢i'

p(¢,t) is described by Equation (F.23). After reaches ¢I' P(¢'t) = 0.

Thus, we have the conditions

p(¢,0) = 6(¢); p(¢l,t) = p(-¢l,t) = 0; p(¢,oo) = 0. (F.28)

Given the angle ¢1' it may be argued similarly to Viterbi that the mean

time to lose lock is

T(*l) = fat f p(_b,t) dqb

0 -41

(F. 29)
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(F. zg) may be evaluated by first integrating both sides of (F. 23) with

respect to t over (0, co), obtaining

where

p(+,co)- p(4,o)
1 z 0ZP(_)

[AKg(4)P(4)] + _K N o 04 Z04 (F.30)

P(4)

co

= fp(4, t)dt
0

Using the first and third equations of (F. 28) in (F. 30),

1 2 8ZP(4)
[AKg(4)P(4)] + _K N -

-6(4) = _ o a4z

The solution of this equation for P is

P(4) = exp I-or' f4g(x)dx / [D + f4C - u(X) exp /+c_'
-41 / -41

fXg(y)dy) dx1
-41 /

(F.31)

where Y = 1/4KZNo , u(x) is the unit step function, and C and D are again

constants of integration. These may be evaluated using the second

equality in (F. Z8), that

co co

P(41) = fP(41, t)dt = 0 = P(-$1 ) = /p(-41

0 0

, t)dt

with the result that

1
P(4) = "_ exp

!
-(_

X

u(x)] exp +_tf g(y)dy

-41

dx
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(F. 32) may be substituted into (F. 29) to obtain :

qb1
i d _b-exp[ 'h'( ¢

-4)1 -¢1

I -u(q 1-o'h'(x,1 dx

Y _0 de
dxexpa'[h'(¢)- h'(x)l (F. 33)

whe r e

¢
h'(¢) =- [ g(x)dx

d

-¢1

(F.34)

using the fact that h' is an even function, since g is an odd function.

3.2.4 PN Bit Synchronization

Similarly to Viterbi, the numbers 0_'and T may be related to

parameters of usual interest. Hence, it can be shown that c_'= A2_(0)/NoBL ,

where B L = Ak_(0)/4 is the loop bandwidth for the first-order loop, so

that o_ = o_'_(0) is the signal-to-noise ratio in the loop bandwidth. Similarly

7= 4BL/_(0).

,Suppose that s(t) is a k-bit PN code. If the block diagram of

Figure F-22 is used, the function g(¢) takes the form

o _Z<¢ <__
2 k

-(qb+ T)k/T _ T<k qb <- zkT--

g(qb) = kqb/T -T/2k<qb < T/2k

-(¢- Tlk/T T/2k<¢ < T/k

0 T/k< qb < T/Z
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i

This function is sketched in Figure F-23. From (F. 27),

0 -T/2 < _ >-T/k

1 2 1 T -T/k <_ > -T/ak+ (_ + T_/k) k/T + _---_

1 2 1 T -T/Zk<_ > T/Zkh(¢) = (F. 35)

1 T
1 2 T¢/k) k/T + 2 k(+ T - ---- T/2k < ¢ > T/k

0 T/k <6 >T/2

while from (F. 34), for _ 1 = T/Z, h'(_) = h(_). The function h(_) is

sketched in Figure F-24.

0

Figure F-23. Loop Error Function for PN Code

Figure F-Z4.

T T T T

-_-_-k o _

Integral of Loop Error Function - PN Code
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(F. 35) may then be used in (F. 26) and in (F. 33) to obtain the prob-

ability density function of the loop phase error, and the mean time to loss

of lock by suitably choosing q_l" _i is chosen to be equal to a PN bit-time,

T/k, rather than a PN code length T. It is felt that if the loop phase is in

error by T/k, no loop correction voltage is available, and the loop is sub-

ject to a random walk. If T is used instead, the time it takes for the loop

to randomly walk out of this 'dead zone' to the next PN code position is

included in the mean time to loss of lock, an unrealistic situation.

Neither (F. 26) nor (F.33) are available in closed form using (F. 35).

The shape of p(qb) in (F. 26) is obtainable exactly, but the normalization

integral in the denominator must be evaluated numerically. This is done,

and plotted in Figure F-25 for ¢_= 6, 20, and 60, for PN code lengths

k of 7 and 63. If this is compared to similar plots in Viterbi, it is seen

that for the same signal-to-noise ratio in the loop bandwidth, _ , the

probability density function for the PN code is somewhat wider than that

for the sine wave, as a fraction of one PN bit, or of one cycle of the sine

wave. This indicates that one requires a larger _ to maintain the loop

phase jitter at the same value.

Figure F-Z5.

a 2

a 6O

a _

o _ o o 2

a SIGNAL IO-NOISE RATIO IN LOOP BANDWIDTH

-- Z-BIT PN CODE

63-BIT PN CODE

F IRS1 -ORDER LOOP

Z_O f_EQUfNC_ OFFSet

Probability Density Function of Loop Phase Error
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The normalized mean time to loss of lock, TBL, is plotted in

Figure F-26. (F. 33) was evaluated numerically for a = 20 and 60.

addition, an asymptotic value for large _ can be derived. Writing

z = k_/T, (F. 33) is

In

1 1

= T__z +f f
T (I) k2 dx dx exp a [h(z) - h(x)]

0 z

(F. 36)

The integral with respect to x in (F. 36) has an integrand which is

appreciable only for x close to unity, by inspection of (F. 35). Hence,

one may replace the lower limit by 0, and use for h(x) the expression

in (F. 35) near z = 1. Conversely, the integral with respect to z in

(F. 36) has an integrand which is appreciable only for z close to zero,

hence, one may use for h(z) the expression in (F.35) near z = 0. When

this is done, (F. 36) becomes

1 1

Bc = z) fdxexp z
0 0

The asymptote (F. 37) is also shown on Figure F-26. This may be com-

pared to the asymptotic expression in Viterbi for the sine wave case:
2

BLT -- w/4 e a. It is seen that for the same BLT, el must be approxi-

•_*^I'" 9 db larger __.the r_......n_ the PN code, in the limit of large _.

3.3 Calculation of Error Function for Mariner C Bit Synchronizer

The circuit is shown in Figure F-Z7. It is desired to calculate the

d.c. component of the error voltage e(t), as a function of T, the timing

error between the input and the local clock. For simplicity, the local

clock is taken to be at phase zero, and the input, in the absence of noise,

is written as s(t) = PN(T) 0 2fs(T ). AS usual, @ denotes binary addition,

or normal multiplication if the codes take the values +I, a feature which

we always assume. The approach taken here is to calculate the com-

ponent of v(t) in phase with the reference, fs' where v(t) is the input to
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IO 6

10 5

I_ 10 4

10 3

lO 2

= SIGNAL-TO-NOISE RATIO IN LOOP BANDWIDTH

B L = LOOP BANDWIDTH

'f = MEAN TIME TO LOSS OF LOCK

L_ CALCULATED

--O ASYMPTOTE --

FIRST-ORDER LOOP

ZERO FREQUENCY OFFSET

20 40

a

6o 8o

Figure F-26. Mean Time to Loss of Lock-- PN Code

the bandpass filter whose effect we are trying to assess. Hence one may

think of v(t) as being expanded in a Fourier series; its components at the

frequency f are in terms of a sine and a cosine term in phase and in
s

quadrature with the reference fs" Neglecting the effect of the limiter,

multiplying this Fourier series by f produces a d.c. output due only to
S

the term at the frequency fs and in phase with the reference fs; all other

terms are zero. This calculation then gives the d.c. component of e(t)

for a fixed timing error T, if an infinitely-narrow band filter, centered

at fs' were used in the circuit of Figure F-27.

The loop error voltage in the absence of the bandpass filter is the

triangular-type function shown in Figure F-28. Since the bandpass filter

rejects high-frequency components, it may be expected to modify this

error function in two ways. In the region of small T, the triangular-type

error function is somewhat smoothed out, and decreased in amplitude.
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PN ( ) + 2fS

s (0 =--_ '" q k -ow,,.oHFILTERAT fS LIMITER LOOP FILTER

H VOLTAGE-

PN + fs CODE CONTROLLED
GENERATOR OSCILLATOR

Figure F-Z7. Bit Synchronizer Circuit

In the region of large T, where the nonfiltered error function is identically

zero, the filter produces false-lock points. The magnitude of these false

lock points is of interest, since these points affect the ease of acquisition

and of reacquisition.

I/2

-T

V

Figure F-Z8. Ideal Loop Error Function
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3.3. 1 Decomposition of v(t)

The technique used is to decompose v(t) into ordinary sums of terms.

Superposition may then be used, and the effect of each term on e(t) con-

sidered separately.

v(t) = Zf (T) 0 PN(T) 0f 8PN
S S

= 2f @f 812f 8Zf (T) {gPN @PN(7)] (F. 37)
S S S S

LetT = kT +o, where T is a PN bit-time,

-I/2 T< _ < I/2 T

Then

PN@ PN(r) : PN O PN(kT) +6ka

k is an integer, and

•PN (F. 38)

where PN(kT) is PN shifted k units to the right, and

multiplication since 6k is no longer binary:

6k _ = PN(kT +_) - PN(kT)

denotes ordinary

(F. 39)

Also, let

2fs(r)_. 82f = 2f (_) 8Zf = 1 -_S S S
(F.40)

the last equality defining A .

v(t):Zf 8f PNePN(kT)-Zf
S S S

Using (F. 38) and (F. 40) in (F. 37),

8f @PN " !!PN(kT) 'A s - 2f (a) @ 2fS S S •6k_ ]

(F.41)

Consider the first term in (F.41)• Its component at the frequency

fs' in phase with fs' produces a d.c. output at e(t). fs' however, is in

phase with PN and with PN(kT). Hence over any PN bit-time T, the

term f @ PN 8 PN(kT) is a constant• On the other hand, 2f is an odd
S S

function over T. Hence multiplying the first term in (F. 41) by a sine wave

in phase with f and integrating over T yields zero. This is illustrated
s

in Figure F-29.
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PN (_ PN (kT)

fs

2F
S

SINE WAVE
iN PHASE WITH f

S

Figure F-29. Bit Synch Wave Shape

Consider the last term in the brackets in (F. 41). 6ka is nonzero

only in the intervals (kT, kT +_) from (F. 39). On the other hand,

Zf (T) @ 2f is periodic with period T, and always negative in the inter-
s s

vals (kT, kT +_). This is illustrated in Figure F-30. Hence insofar as

its effect on the d.c. output of e(t) is concerned, (F. 41) may be replaced

by

of epN-JP (kT)' +6kJ (F.4Z)vl(t) = -Zfs s _

3.3.2 Decomposition of A

Next, decompose A into an arithmetic sum of two parts:

' + As" From Figures F-30 and F-31, it is seen that A is a

train of pulses of widths, occurring every T/Z seconds. The decomposi-

' and A " are two pulse trainstion is shown in Figure F-31 so that _

both with pulses of width _ occurring every T seconds; however, the two

pulse trains are displaced T/Z seconds apart from each other. Hence

(F. 4Z) is

0 f 0 PN J + PN(kT)" a ' + PN(kT)-A ] (F.43)vl(t) = -2fs s " 6k_ _ _"
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2fS

2fS (,7)

2fs(_2f s (a)

2fs(_)2f S (a) . 8k. = -6ka

Illustrating that 2f s 0 2fs(_) 5kC_ = "SkC_

Figure F-30. Bit Sync Wave Shapes,
CL

Now PN(kT)" Ad is a sequence of pulses of width s, T seconds apart, with

polarity dictated by the sequence PN(kT). Comparing the last illustration

of Figure F-30 and the first illustration of Figure F-32, it is seen that

the term 5ks + PN(kT)" /xs' is a sequence of pulses of width s, occurring

only where there are no transitions in the code PN(kT), and of the same

polarity as PN(kT)t This is denoted hk_ = 5ks + PN(kT). /x_,, and is

illustrated in Figure F-32. (F.43) is

vl(t ) = -2fs efs 0PN • hks - 2fs 0fs ePN 0PN(kT) •As" (F. 44)

Consider first the second term in (F.44). Both 2fs and As" are

periodic with period T, hence as may be seen by comparing Figures F-30

and F-31

• A " = + AS"Zfs
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Figure F-31. Decomposition of A = A, + A,,
(i (I (i

"ILLLvvn
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PN (ET) - _

hk_ " PN(kT)- ,_'1" 6k_

Figure F-3Z. Calculation of hka

one of the signs being chosen for _ > 0, the other otherwise. Which sign

is chosen is for the moment unimportant, since 2f could well be 180 ° outs

of phase to that drawn. However, we choose the + sign for a > 0. Now,

.... _":-"--'-~ *_'_ sccond t _ by _ _no wave in phase with f is equivalentIIIUJ. t.£_J, y J.Z_ ¢.LL_ O ................. _s

to multiplying the term r PN OPN(kT) A " by a rectified sine wave in

phase with f . This product, averaged over a PN bit-time T, varies
s

from bit to bit, being either positive or negative depending on PN 0 PN(kT).

We may, however, average over the entire PN code, n bits long, to obtain

the contribution of the second term of (F. 44) to the d.c. component of

e(t), giving

T/Z

T 1 f _t=F
b2(T) - nT (ZPN 0PN(kT)) _ g2(t, ) cos-_- dt

-T/2
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where

2 <t<0
g2(t, _) =

0 otherwise

and the symbol E denotes arithmetic summation over the code length.

Similarly, in the first term in (F. 44), both 2fs and hk_ are

periodic with period T, hence as may be seen by comparing Figures

F-30 and F-32,

2f s hka = T hka

the negative sign corresponding to a > 0, to be consistent with the

previous choice. Again, multiplying this first term by a sine wave in

phase with fs is equivalent to multiplying the term + hk_ • PN by a recti-

fied sine wave in phase with fs" Denote

1

PN' (kT) =
if the present bit in PN(kT) is
identical to the previous bit

-i otherwise

• I Iit is seen that, for a > 0, hke PN = hk_ • PN 0 PN'(kT), while for

< 0, hk • PN = ]hka I • PN(T) @ PN'(kT)= Ihk_l • PN O PN' ((k-I)T).

Hence averaging over the code length n, the first term contributes a

d.c. component

T/2

1 f Trt+ bl(T) - nT (EPN @ PN'(kT) ) gl (t,a) cos--T--, a> 0

-T/2

-1
n--T (_. PN O PN'((k-1)T) )

T/2

/
-T/2

gl(t,_)COSTdt , _ < 0

with

gl(t, _)

2

0

1T-lal' ' < t < 0
2 I [

otherwise

F-78



3.3.3 Calculation of Error Function

Finally, the sum of these two terms is the desired error function

E(T) = i Ibl(T)-b g (T)]

the positive sign being chosen for a > 0. Evaluating the integrals, the

entire error function is

E(T) =

n_

2 (XPN @PN' ((k- 1)T)) -cos + (_ PN @ PN(kT)) sin-T- a < 0n_T J

(F. 45)

It is noted at this point that the derivation of (F. 45) does not require any

particular property of the code PN, but is entirely general. From (F.45),

to calculate the error function, it is necessary only to evaluate the three

sums (EPN @ PN(kT)), (E,.N@PN'(kT)), and (EPN8 PN' ((k-l)T)0, for

k - 0, i.., n-I. Since evaluating the second sum also gives the third, only

two such sums need be found. In addition, if PN is a maximal length shift

register code, it possesses the cycle-and-add property. In this case the

first sum is known, being

(X PN @ PN(kT))

n

-1

k=0

otherwise

Hence for a maximal length shift register code, given any specific PN

code, the only computation to be performed is the evaluation of the

second sum.

This last may be done quite easily by writing down the given PN

code, and underneath it, PN'(0); i. e. , copy down the PN code from above

if the present bit is identical to the preceding bit, otherwise leave a

blank. This is shown in Figure F-33 for the 7-bit PN code, lll0010.

Next, cycle PN'(0)successively, generating PN'(T), PN'(2T), etc.

The required sum for any k, say k=Z, is found by subtracting the number

of disagreements of PN'(2T) with PN, from the number of agreements.
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In the illustration of Figure F-33, it is seen that this sum is - 1 for all k

except k=0 and 6 (or k= -I). Inthe latter two cases, this sum = +3.

From (F. 45), then, the error function may be plotted, and is shown in

Figure F-34.

In general, for a maximal length shift register code, (_PN8 PN'(0)) =

n-I/Z = (ZPNO PN'((n-I)T), since this number is just the number of

nontransitions in the code.

more explicit:

nit

E(_) :

nrr

In the region -T< T < T, we may now be

n sin -_---_ -cos _ 0 < T < T/2

sin-_- ----2-- 1 - cos (T -T ) T/2

and the negative of the above in the negative region.

<T < T

PN 1 1 1

PN I (0) 1 1

PN I (T) ]

PN I (21]

PN I (3T) 0

PN I (4T) 0

I
PN (ST) I 0

PN I (61) I I

0 0 1 0 (ZPN(_ PN 1 (KT))

0 +3

I 0 -I

I I 0 -I

I I -I

I I -I

I -I

0 +3

Calculation of (_ PN _)PN' (kT)) For a 7-Bit Code

Figure F-33. Calculation of (_]PIN _ PN' (kT)) For a 7-Bit Code
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(F. 45) was also evaluated for the 63-bit PN code used on the tel-

emetry link of Mariner C. This code is:

I00000 II 111 i01010 ii001 i01 Ii01 I010010011 I000 i01 Ii I00 I0 I0001 i0000

It was found, by performing the computation illustrated in Figure F-35,

that similar to the 7-bit code, (_PN e PN'(kT)) = -1 for all k except

k=0, 62. Hence the error function is identical in any interval (kT, (k+l)T),

for 1 _<k -_61. Hence we plot in Figure F-35 only the error function for

small T,[T I < T, and for large T, IT] >T. Notice that the vertical scale

differs by a factor of I0 in the two cases. Hence the 'sidelobes' of the

error function are approximately 40 db below the main curve.

Comparing Figures F-34 and F-35, we note that the peak of the

error function for the 7-bit code is slightly higher than that of the 63-bit

code; however, its sidelobes are only about 20 db down compared to

40 db for the 63-bit code. We also note that the error function for the

unfiltered loop (no narrow bandpass filter) has peaks of 0.5 compared to

about 0.4 for the two cases considered here.

In summary, the error function as derived applies to an infinitely-

narrowband filter centered at fs' since what was done was to calculate

the coefficient of the Fourier series term at fs' in phase with the refer-

ence. On the other hand, we know that the error function is of the

triangular type illustrated in Figure F-28 if this filter were infinitely

wide. It may perhaps then be expected that for filters of intermediate

bandwidth, the actual error function lies somewhere between the two

extremes.
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link.

4. TELEMETRY LINK ANALYSES

This section investigates certain aspects of the Voyager telemetry

Specifically, the topics covered include:

at Comparison of Synchronization Methods

PN synchronication (using a separate channel) and NRZ

synchronization (single channel) are compared with

respect to bandwidth requirements, oscillator stability,

acquisition, mean time to loss of lock, etc.

b) PN Synchronization Accluisition Performance

Acquisition time is calculated for a particular acquisi-

tion procedure.

c) Single-Versus Two-Channel System

The two basic system types are compared with respect

to equipment and communication efficiency for the

Voyager data rates.

d) Performance of Two-Channel System

The performance of the two-channel Voyager telemetry

system is evaluated for bandwidth requirements power

requirements, intermodulation and interference.

4. I Comparison of Synchronization Methods

This section compares two basic methods of obtaining bit synchro-

nization using Voyager parameters: the PN (pseudonoise) synchronization

system of Mariner C and synchronization to an NRZ code as implemented

on IQSY Pioneer. It is recognized that an integral part of the bit syn-

chronization problem is the choice of bit-waveforms to avoid interaction

with the carrier loop; hence the problem of demodulation of a subcarrier,

where used, is also considered.

A simple description of the two synchronization schemes is

presented.

4. I. I PN Synchronization

The theory of PN synchronization is based on the properties of

maximal length linear shift register codes, denoted PN. The number of

'l's in such a code exceeds the number of 'O's by one. PN also
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possesses the co-called cycle-and-add property; i.e., let PN(kT) denote

PN cycled k units to the right:

PN I I I0010
PN(ZT) I011100

the cycle-and-add property says that for every k, there exists a j so that

PN(_PN(kT) = PN(jT), where (_ denotes binary addition.

Springett discusses the two-channel system used on Mariner C.

The transmitted code is PN _ 2f s, where 2fs is a squarewave of period

T, the length of a PN bit (Figure F-36). At the receiver, this is

PN I

2Fs

PN O2F S

Figure F-36. Transmitted Waveform in PN Synchronization

correlated with PN. The cross correlation of PN _ 2f with PN(r),
s

where T is the timing difference between the received code and the local

clock, is shown in Figure F-37 and is denoted g (r). Hence if the receiver

is of the form shown in Figure F-37, the error voltage presented to the

loop, as a function of the timing error between the input and the local

clock, is the cross correlation g (_). A further property of interest is

, shown in Figure 18the spectrum of the transmitted waveform PN _ 2f s

of Springett's report.

_:"J.C. Springett, "Telemetry and Command Techniques for Planetary

Spacecraft," JPL Technical Report No. 32-495, 16 January i965.

F-85



G('r)

I/2

-TV T
-1/2

(A)

PN _2F S F'L'E'H VCOI--
J CODE J _

GENERATOR J--

(B>

Figure F-37. Receiver for PN Synchronization

To preserve the 'squareness' of the waveshape at the input of the

receiver of Figure F-37, a large bandwidth must be maintained prior to

the receiver, c_ten resulting in a small signal-to-noise ratio at its input.

The limited dynamic range of the product device is then a problem. A

solution is the circuit of Figure F-38. In the absence of the narrowband

filter, centered at fs' the circuit of Figure F-38 becomes that of

Figure F-37. The narrowband filter, however, obtains a reasonably

large SNR at its output, so that the dynamic range of the second product

device need not be large. On the other hand, since the output of the first

product device does not contain any DC component, DC drift due to this

device may be rejected. In this case, the loop error function is no longer

that shown in Figure F-37. Section 3 derives the loop error function for

the circuit of Figure F-38, assuming an infinitely narrowband filter

centered at f . This error function is sketched in Figure F-38, together
S

with the nonfiltered version for comparison. Two features are observed:

the error in the vicinity of in-lock (T < T) has a steeper slope than the

nonfiltered function. In addition, the error voltage for large timing

errors (I 7"I_ T)is no longer identically zero.
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cooE I f_ f:_

Figure F-38. Modified PN Receiver

We note some gross features of PN synchronization: when the

receiver achieves lock, the timing error may be expected to be a fraction

of a PN bit-time T. No error voltage, in the case of Figure F-37, is

available for loop correction when the timing error exceeds one PN bit-

time. In the case of Figure F-38, false lock points may exist. From the

spectrum of Figure i8 of Springett's report, no energy is present at DC,

with most of the energy centered at i. 5f s. About 86 per cent of the total

power is within 4f3, while about 93 per cent is within 8f s.

4. i. 4 NRZ Synchronization

The method of synchronization used on Pioneer is based on a modi-

fication of the synchrolink circuit first proposed by J.P. Costas ;_. Called

the I-Q loop, the circuit is illustrated in Figure F-39, and is capable of

achieving synchronization to a data-modulated bit stream. Let the in-

formation bit-time be Ti, and for simplicity assume that the bit-waveform

over T i be a code (i. e., it assumes only the values 3, I). For instance, an

example of such a code is a squarewave over the bit-time T.. The code
1

generator c i generates the information bit-waveform successively, so

that the output of the integrate-and-dump at the sampling time is the best

#

J. P. Costas, "Synchronous Communication, " Proc. IRE, Vol. 44,
pp. i7i3-i718, December 1956.

F-87



estimate of the data over the preceding bit-time, in the presence of white

Gaussian noise, when the loop is correctly locked. The output of the de-

cision device in this I-, or in-phase channel, is the mitched-filter detected

version of the data. The code generator Cq generates periodically a differ-

ent waveform (with the period Ti), which may be thought of as being in qua-

drature with the data waveform. Its product with the input is also integrate-

and-dumped in order to introduce the same delay as in the I-channel. The

result, the output of the Q-, or quadrature channel may be thought of as

furnishing a proper loop error signal in the absence of information modula-

tion. In the presence of information modulation, multiplying the outputs

of the I- and Q-channels removes this modulation, providing proper loop

sense information to the filter.

I-CHANNEL

I AND D DECISION k._

I I _O0E I
l I GENE_,TORI

Q-CHANNEL

I AND D, S AND H: INTEGRATE AND

DUMP, SAMPLE AND HOLD

Figure F-39. I-Q Loop

For a squarewave of period Ti/n, the loop error voltage as a function

of T, the timing difference, is plotted in Figure F-40 for n = 4, and with

and without an information transition. Twon false-lock points are present

without an information transition, but unlike the error function of

Figure F-4i, the magnitude of the sidelobes are such that the circuit is as

likely to lock incorrectly as correctly. In the presence of an information

transition, the false-lock points shift, and the sidelobes are not as high.

In usual language, the squarewave with period T /n is an n-cycle/bit
i

squarewave subcarrier; the loop is then a subcarrier demodulator. A

subsidiary circuit is necessary to resolve these n false-lock points. For
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Pioneer, it was decided to perform this resolution independently of the

subcarrier demodulator, so that what is required is a conventional NRZ

bit synchronizer.

\

rl 4 SUBCARRIER CYCLES/BIT

NO DATA FRANClTION

IT CHANNEL

//
//

A�
/V

INPUT

TO

FILTER

/A/
/V

/
/

DATA TRANSITION

 ,r,A

Figure F-40. Error Function for Demodulator Loop

By choosing the code generators c. and c propertly, the I-Q loop
i q

may be used as such a bit synchronizer. In this case c. is a constant
I

over T. so that the inphase multiplier is unnecessary, c is a square-
i' q

wave with period T.. The loop error function also depends on whether or
l

not an information transition occurs t but is identically zero in the absence

of such a transition. This is shown in Figure F-42. Finally, the output

of the bit synchronizer operates the integrate-and-dump, sample-and-

hold circuits in both the subcarrier demodulator and the bit synchronizer.

We note some gross features of this synchronization method: timing

information is directly available from the data-modulated bit stream,

without the use of a separate synchronization channel. When the loops are

Discussion of the single-channel PN system is deferred to Section 6.
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properly locked, the subcarrier demodulator provides timing information

to a fraction of a subcarrier cycle, while the bit synchronizer loop pro-

vides timing information to a fraction of an information bit. Timing infor-

mation is available to the subcarrier demodulator loop at all times, while

the bit synchronizer loop requires the presence of information transitions.

The spectrum is sketched in Figure F-43, with approximately 81 per cent

of the energy below the fundamental, and none at DC.

NO DATA TRANSITION

-T 0

-T 0

-T 0

I-CHANNEL

Q-CHANNEL
T

FILTER

T I N PUT

DATA TRANSITION

k"'x

-TI/1° VT
Figure F-41. Error Function for Bit Synchronizer
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V
0 n,/r i

Figure F-42.

n--4

Jx f

I

f ----_

NRZ Spectrum With 4 Cycles per Bit Subcarrier
Random Data

INPUT

WAVEFORM

OUTPUT

WAVEFORM

'DROOP'

Figure F-43. Tracking Out of Subcarrier by Carrier Loop

4. i. 3 Choice of PN Code Length and Subcarrier Frequency

A criterion for the choice of bit-waveform is the avoidance of inter-

action with the carrier tracking loop. As may be seen from Figures 8

(Springett) i and from Figure F-43, both synchronization methods avoid

spectral components at DC. More than this is necessary, of course, since

significant energy around zero frequency results in distortion of the bit-

waveforms due to the carrier tracking loop. The importance of this dis-

tortion should not be judged purely on an energy basis; in the NRZ
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synchronizer, a nonsymmetric bit-waveform results in a bias in the tim-

ing reference, while in the PN synchronizer, distortion may produce

larger false-lock sidelobes as well. In the NRZ synchronizer, the amount

of energy a fixed distance from zero frequency depends both on the infor-

mation bit-time T and the number of subcarrier cycles per bit n. In the
1

PN synchronizer, this depends only on the PN bit-time T (this is as yet

unrelated to Ti).

For the carrier phase-lock loop in the DSIF receiver, 2BE0 is nor-

mally 12 cps, although it expands to about 120 cps for high signal-to-noise

situations. The bit rates used in Voyager are 128, I024, 2048, and 4096

bit/sec. To avoid operational difficulties of narrowing the carrier loop

bandwidth for high signal-to-noise situations, we choose n and T so that

for all Ti's, the effect of the carrier tracking loop may be neglected.

For a critically-damped second-order loop, the effect of carrier

loop tracking is illustrated in Figure F-44. N must be chosen sufficiently

large for the largest T. in the NRZ synchronizer so that the amount of
i

'droop' is small, since the bias error introduced is about one-half of the

fractional droop. Chose n = 8, so that for T = 1/128 (worst case), the
1

I024 cps squarewave has a droop of 10 per cent (assuming the carrier loop

is critically damped at 2BL0 = 120 cps--which it isn't), corresponding to

a bias in the demodulator loop of around 9 degrees. For smaller T 's,
1

n is maintained constant. For T. = i/Z048, the subcarrier is a 16 kc
1

squarewave, still far removed from the DSIF receiver high frequency

bandwidth limitation.

I _SINE WAVE AT fs

TRLANGULAR APPROXJMATI ON

PN CODE

Figure F-44. Different g((_) Functions
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For the PN synchronizer, T. = roT, where m must be a divisor of
i

n, the PN code length, if the synchronization channel is to provide bit

synchronization unambiguously, m must be chosen large so that T is

small, making f large and reducing the energy in the region 0 to 60 cps.
s

It may be desirable to choose n larger than m, n = kin, for two reasons:

k may be chosen equal to the number of information bits per word, so that

word synchronization is provided as well. In addition, as may be seen

from Section 3 of this appendix, increasing n reduces the magnitude of

the false-lock sidelobes. Similarly to Mariner C, we choose m = 9,

n = 63. Hence f = 576 cps for T. = 1/128, while since k = 7 and there are
s i

7 information bits per word, word synchronization is provided. The droop

in the square waveforms introduced by the carrier loop is twice as large

as in the NRZ synchronizer, but, considering Figure 18 (Springett), this

may be expected to be satisfactory. Again, maintaining m and n fixed for

all T. is not a problem even at the highest bit rate, from the standpoint of
i

the DSIF receiver high-frequency cutoff.

4. I. 4 Choice of Loop Bandwidths

Section 3 applies the Fokker-Planck equation to a first-order phase-

lock loop with square inputs. Our design is based on this analysis, with

the implicit assumption that second-order loops behave similarly.

For the PN synchronizer, the data is deposited on a squarewave sub-

carrier, with a frequency which may be a multiple of fs' since the synchro-

nizer should also provide subcarrier demodulation. Increasing the subcar-

tier frequency requires a quieter loop for the same jitter on the subcarrier;

on the other hand, decreasing the subcarrier frequency (from 4fs) results

in crosstalk of the subcarrier and synchronization channels, where these

are linearly added as in Mariner C. If the data subcarrier and synchroni-

zation powers are about equal, then the data subcarrier should be placed

at 4f to avoid interference from the synchronization signal. On the other
s

hand, the subcarrier does not particularly bother the synchronization

channel, since its spectrum is spread by the first product device in Fig-

ure F-41, and little energy is passed through the narrowband filter. For

this reason, the data channel is chosen to have 10 times the power in the

synchronization channel, and the data subcarrier is assumed at Zf , or
S

1152 cps for the lowest bit rate.
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From Section 3, for the PN synchronizer with n = 63, it appears

that the signal-to-noise ratio in a loop bandwidth of 2BE0 should be in the
order of 17 db for a data subcarrier at 2f to provide a reasonably clean

s

reference. A number of this magnitude may also be arrived at by a

simpler but perhaps convincing argument. From Figure F-37, the non-

filtered loop error function g(_) extends from 0 to T in one direction with

a peak of one half. A sinewave at frequency f has an error function alsos

extending from 0 to T in one direction, with a peak of I; we may approxi-

mate it by a triangular waveform and compare it with g(_) as in Figure

F-45. To make the two error functions coincide, the voltage of the input

PN signal may be doubled, quadrupling the power and doubling the loop

bandwidth. This doubles the signal-to-noise ratio in the loop bandwidth.

Next, since the subcarrier is at 2f the loop bandwidth needs to be four
S'

as at f Corn-times as narrow to maintain the same rms jitter at 2f s s"

bining these two factors, the signal-to-noise ratio must be 8 times, or

9 db larger for the PN loop with subcarrier at 2f than for a sinewaveS p

Since a sinewave phase-lock loop at f providesphase-lock loop at fs" s

15 degrees of phase jitter at a SNR in 2 BL0 of 9 db, the PN loop requires

a SNR of 18 db.

For a loop SNR of i7 db, _rB L is greater than 107, whereTis the
-3 .

mean time to loss of lock. Since abit error rate of 5 x l0 is achieved

for a signal-to-noise ratio of 7db (5.2 db plus circuit losses}, for T i =

t/128 the loop bandwidth should be about T/100T. (remembering that the1

signal channel has ten times the power}, corresponding to an fn for the

second-order loop of 0.2 cps. The mean time to loss of lock, is then

greater than 200 hours.

Loop bandwidths need to be chosen for the NRZ synchronizer for

both the demodulator and bit synchronizer loops. Section 3 may also be

applied to the demodulator loop. However, since the g(_) function is

similar to that for a sinewave input, we choose conservatively a signal-

to-noise ratio of 12 db in 2BL0. This implies an fn for the second-order

BLaS used in Section 3 corresponds to BL0; 17 db in 2 BL0 corresponds

to 20 db for _ of Section 3.
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loop of about 7 cps. However the mean time to loss of lock, using
F_

Section 3, is about 5 minutes, perhaps too small a figure { a much

smaller mean time to loss of lock may be acceptable for the NRZ syn-

chronizer compared to the PN, since reacquisition times are less).

We choose f = 3 cps, increasing the mean time to loss of lock to over
n

100 hours, and the rms phase jitter to less than i0 degrees.

Design of the bit synchronizer loop depends on the frequency of data

transitions. In the Pioneer telemetry link, it was decided to use I bit

in each 7-bitword to provide error detection. This check bit was con-

veniently chosen to have odd parity, ensuring a minimum data transition

density of one each 7 bits. To achieve the same communication efficiency

as the PN system, we choose one out of every il bits to provide odd

parity, hence a minimum transition density of i/ll. If transitions were

to occur every bit, by the reasoning of the previous paragraph, a SNR of

12 db in the loop bandwidth should be sufficient, or an fn of 7 cps is re-

quired. However, at the minimum transition density, only I/il of the

signal energy is available, while noise continually excites the loop even

in the absence of a transition. The result is that the loop is in effect

1)2 ':-"(i = 121 times noiser. To maintain the same loop jitter at this mini-

mum transition density, an fn of 7/121 = 0.05 cps is needed. Using this

value, the mean time to loss of lock, using a signal-to-noise ratio of

i2 db, is around 10 hours in the worst case.

4.1.5 Bandwidth Expansion for Strong Signals

For the NRZ synchronizer, since there are 8 cps per information

bit, the SNR in a bandwidth equal to the subcarrier frequency is - 2 db

for a 7 db SNR in T i. The bandwidth preceding the input to the demodu-

lator of Figure F-39 should be approximately I0 times this, to avoid

distorting the square wave subcarrier (it may be noted that the effect of

this distortion, together with the low-frequency distortion due to carrier

tracking, results in a more symmetric waveform, thus compensating for

each other to some degree). Hence the signal-to-noise ratio at the input

to the demodulator, assuming a prefilter at 10 times the subcarrier fre-

quency, is -i2 db. This is sufficiently large that the dynamic range of

R.Y. Huang, "Design of Bit Synchronizer Loop, " TRW Memorandum

9330.1i-22, 1 May 1964.
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the product device at the input is not a hindrance. Hence if a coherent

AGC is provided prior to the demodulator-bit synchronizer (which is
available from the DSIF carrier demodulator), the bandwidths of the loops

are essentially independent of the input SNR, and no bandwidth expansion

Occurs.

For the PN synchronizer, approximately the same numbers apply

as above. However, since only 9 per cent of the power is in the synchro-

nization channel, the SNR at its input is in the order of -23 db. This

number is probably not so small that the dynamic range of the input

product device is a limiting factor. However, if one desires to maintain

synchronization for signal-to-noise ratios in T below 7 db, then thisi

limited, dynamic range may be a problem. For this reason, the circuit

of Figure F-38 was used on Mariner C.

The analysis of Section 3 demonstrates that the narrow bandpass

filter at f could be made arbitrarily narrow without unacceptable distor-
s

tion of the loop error function. However, to avoid loop stability problems,

it is desirable to choose this filter wide compared to the highest loop band-

width. A suitable choice is about 20 cps. This is large compared to 0. g

cps, the loop natural frequency at i28 bits/sec, yet small enough so that

the SNR at its output, for a 7 db SNR at Ti, is in the order of 4 db. Hence

no loop expansion occurs. For smaller T.'s, the loop natural frequencyi

may be maintained at 0.2 cps if desired; otherwise the filter bandwidth

may have to be widened correspondingly.

4. i.6 Acquisition

Since no error voltage is available if the timing error exceeds one

PN bit, the PN synchronizer needs a subsidiary means of generating such

an error voltage. While the frequency uncertainty in an ordinary phase

lock loop may exceed its pull-in range, necessitating a frequency search,

in the PN loop, the phase uncertainty may exceed the loop pull-ir_ range,

necessitating a search in phase. This may be accomplished by offsetting

the received and local clocks intentionally, so that their phases drift rela-

tive to each other at a predetermined rate. Gilchriest seems to indicate

C.E. Gilchriest, "Pseudonoise System Lock-in,

Summary No. 36-9, pp. 51-54.
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that a good value for this maximum offset is Wn/2. For the PN synchro-

nizer at 128 bits/sec, then, the two clocks may be offset by 0.6 cps.

Hence the maximum search time is 63/(0.6 x 2) = 50 seconds. Since the

clockrate is fs = 576 cps, an oscillator stability in the order of 0.05 per

cent is required, assuming that the ground clock is perfectly stable.

Whether or not the circuit of Figure F-38 is used, it appears that

false locks are not a problem, since these false lock peaks are about 40 db

down, from Section 3 and no loop bandwidth occurs. Whether or not the

word synchronization provided by this PN synchronizer is useful, it never-

theless appears from Section 3 that it is desirable to choose n, the PN

code length, large in order to minimize these false lock peaks.

Acquisition characteristics for the NRZ synchronizer are not com-

pletely understood. With many data transitions, the demodulator loop

tends to acquire after the bit synchronizer, based onTRW's experience on

Pioneer. Conversely, with few data transitions, the demodulator loop

acquires before the bit synchronizer. However, Pioneer parameters are

different from the ones used here. For Voyager, since the square wave

subcarrier is a 1 Kc for adata rate of 128 bits/sec, and since the demodu-

lator loop bandwidth is 3 cps, an oscillator with 0. I per cent stability

ensures fast lockonwithout the necessity of a frequency search. For the

bit synchronizer loop with a loop bandwidth of 0.05 cps at 128 bits/sec,

an oscillator with 0.04 per cent stability is required without a frequency

search, again assuming perfect ground clocks. It does not appear that

acquisition times should exceed 10 or 20 seco'ads in the worst-case con-

dition of minimum transition densities.

4.2 PN Synchronization Acquisition Performance

The computational method for acquisition of the telemetry signal is

the same as the method used for the ranging signal (Section 1).

Single component maximal length codes of lengths 63, 15, and 7 will

be considered. The information in each coded word is

n = logzL

where L is the code length.

From Figure F-8 of Section I, the STB/N ° for a word error
-3

probability Pw(n) of 10 , the results are shown as follows:
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L n

63 5.98

15 3.91

7 Z.80

STB/No = x

3.7

3.5

4.5

The time for receiving n bits of information T is nT B.

tion time T A is given by

T A = nTBL

The acquisi-

x
L

= n (S/No)

The total received power level S versus the transmission range R

is shown in Figure F-45. The following assumptions are made:

a) The signal power in the tracking channel is I0 percent

of the total received power.

b) The signal power in the telemetry synchronizing channel

is i0 per cent of the power available to the data plus syn-

chronizing channels.

c) The telemetry PLL8sync bandwidth is 2 cps. For example,
at a range of g x i0 km

Total received power

Signal power in carrier channel

Signal power available to synchro-

nizing and data channels

Signal power in the synchronizing
channel

Signal power in the data channel

Noise power spectral density

= - 173 dbw

= -183 dbw

= -173.4 dbw

= -183.4 dbw

= -173.8 dbw

= -Zl I dbw

The results for the three different length codes at a range of

2.5 x 10 8 km are as follows:

L TA

{bits ) ( s ec_.____)

63 1.77

15 0.35

7 0.15
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It is seen that TA is negligible compared to the transmission delay

times. Thus, the difference in TA for the different length codes is
unimportant.

400

2OO

100

80

60

_o 20

x

L

' //PS = 20 WATTS

G S = 30 DB

//"

DATA,

/////

/
-130 -140 -150 -160 -170 -180 -190

POWER LEVEL (DBW)

Figure F-45. Range vs. Power Levels in Carrier Data and

Sync Channels

The information rate D, time pwer word T (there are seven infor-
W

marion bits per word), ratio of acquisition time to word duration, and

ratio of integration time T to word duration are shown below. These

calculations are made for a range of 2.5 x 108 krn and a code length of

63 bits.

D TW

(bit/s ec) (ms ec) T/T W TA/T W

2048 3.43 8.2 516

1024 6.86 4.1 Z58

51Z 13.7Z 2.05 129

IZ8 54.88 0.51 32.Z

The above table shows that the integration time is about 8 times the

word duration for bit rates of Z048 bits/sec while the acquisition time

is about 500 times the word duration for this bit rate.
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The acquisition time TA, S/N power ratio Ps/N for a 2 cps phase-

lock loop bandwidth and the power level PS at the synchronizing circuit as

a function of transmission range R for the 63-bit length code are as

follows :

R TA Ps/N PS

106 km (sec) (db) (dbw)

Z50 1.77 24.6 -183.4

100 0. Z8 3Z.6 -175.4

Z5 O.OZ 44.6 -163.4

More complete results of the analysis are shown in Figures F-46

and F-47 for a maximal length code of 63. The ratio of power level be-

tween the synchronizing channel and data channels which is assumed to be

10 per cent is conservative. This is based on the fact that the ratio of

the lowest data channel bandwidth to the synchronizing channel bandwidth

is greater than 60 and the required SNR in both channels are approxi-

mately the same. Under these conditions it is seen from Figure F-46

that practically all of the power is available to the data channel.

4.3 Sin_le- Versus Two-Channel Systems

For a telemetry (or command) system employing Iron synchronization

techniques, two basic multiplexing or modulation formats can be devised.

In the two-channel scheme, the data and sync channels are linearly summed

to form a frequency division multiplexed (FDM) signal. The composite

baseband then phase modulates the carrier. The PN sync waveform is

essentially two-valued, i.e., "squarewave," whereas the data is modulated

on either a sinewave or squarewave subcarrier. In the latter case, since

each channel is binary, the composite waveform is four-level. In contracts,

in the single-channel system the binary data and sync are summed modulo

two producing a binary composite waveform.

4.3. I System Descriptions

The methods of generating the baseband single- and two-channel

signals are indicated in Figure F-48. The modulators are seen to be

fundamentally similar, each requiring a clock, PN generator, data syn-

chronizer, and logical (half adders) devices. The two-channel modulator
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is conceptually and practically somewhat more complicated because it
requires, in addition, adlv_der;(possibly) a bandpass filter, and the ana-

log summing circuit. From the spacecraft designers' viewpoint, this is

a disadvantage of the two-channel system. Symbolically the output of
two-channel modulator is

(PN (_ Zf ) ÷ (D(_ 4f )
S S

where PN is the sync and D is the data. The single-channel modulator

forms

D (_ PN (_ Zf
S

GENERATOR l

INPUT SYNCHRONIZER J--

DATA

(a) TWO-CHANNEL MODULATOR

_(_) OUTPUT

2f2 (PN(_)2fs) + (D(_)4_)

MAY NOT BE USED

GENERATOR

I BIT SYNC

INPUT [ 1
_-_ SYNCHRONIZER

DATA

(b) SINGLE-CHANNEL MODULATOR

OUTPUT
O Q PN Q 2rs

'D

Figure F-48. Single and Two-Channel Modulators

Following reception and coherent demodulation, the baseband signals,

corrupted by noise, are detected in the detectors of Figure F-49. In the

two-channel detector the sync and data channels are separated by their

F-10Z



basic difference in frequency. However, it will be noted that the sync

{lower} channel does not require a bandpass filter prior to the first multi-

plier. Discrimination is provided by the spreading properties of the PN*

code which effectively distributes interfering data frequency components

over the entire sync bandwidth. Thus, very little data energy will fall

in the filter at fs and the ultimate effect on the sync loop is negligible. In

this realization the data subcarrier is at 4f in a null of the sync spectrum.
S

However, if the sync power falling in the data channel can be made suf-

ficiently small, other placements are possible.

INPUT

(PN • 2f s)+

(D • 4f )
s

BANDPASS

FILTER

f =4f
c s

f L 90 DEG

PN* = PN • f
s

( a ) TWO CHANNEL DETECTOR

BANDPASS

FILTER

f =4f
c s

*MAY NOT BE REQUIRED

I BANDPASS

FILTER

f =f
c s

DATA J_ OUTPUT

I, y
4f BIT

s SYNC

D • f 4.90 DEG

BANDPASS _ OUTPUT

LIMITER DATA

BANDPASS | fs 4_ 90 DEG BIT

FILTER J SYNC
f L 90 DEG c s BANDPASS
s BW =B

n FILTER

INPUT fs f = f¢ s

, ! BANDPASS[ BW: FI TER of = 2f --

s BW = g n

PN PN

PN* _ PN
_s • 90 DEG GENERATOR

( b ) SINGLE CHANNEL DETECTOR [Jam.
BIT SYNC

Figure F-49. Single- and Two-Channel Detectors

In the single-channel system the data and sync components are

separated by the characteristics of the PN code. First, the PN sequence

is removed by multiplying the input D (_)PN (_ Zf with PN and PN _
S

The multiplier outputs contain the data modulated on subcarriers at

f "= 90 degrees and Zf . After filtering to restrict the noise bandwidth
S S
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(Bn), the modulated subcarriers are multiplied to remove the data modula-
tion and recover the clock at f . These operations depend on the fact that

s

Zf = f (_ f "= 90 degrees {squarewave)
s s S

Zf = f x f _90 degrees (sinewave)
s s s

Finally, the clock frequency f is filtered by a phase-lock loop.
S

The sync channel and the basic method of data removal is seen to be quite

analogous to the operation of the in phase/quadrature or I-Q demodulator

used for carrier, subcarrier and bit sync reconstruction.

Comparison of the two detectors shows many common features. In

the single-channel detector the upper half of the sync channel {exclusive

of the extra bandpass filter and multiplier), the bandpass limiter, the

phase-lock loop and the PN generator are essentially duplicates of the

sync channel in two-channel detector. The single-channel detector has

in addition the "quadrature" sync channel making a total of two extra band-

pass filters and two more multipliers than the two-channel device. There-

fore, the single-channel detector suffers from greater complexity both

conceptually and practically.

On the other hand, an important advantage of the single-channel sys-

tem is the use of frequency f as the data subcarrier reference rather
s

than 4f as in the two-channel system. Since both sync PLL's operate,
s

at f the phase jitter on the 4f reference will be four times as great as
s s

for the f reference. Equivalently, the sync channel PLL for the two-
s

channel detector must have an SNR iZ db greater than for the single-

channel PLL to provide the same quality of subcarrier demodulation.

Offsetting this advantage to some degree is the additional degradation

caused by multiplying two noisy signals in the third multiplier of the

single-channel detector.

4.3.2 Communication Efficiency Comparison

To compare the communication efficiency of the two systems, we

must consider the SNR requirements of both the data and sync channels.
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The output of the two-channel modulator can be written as

kl(D (_ 4f s) + kz(PN (_ Zf s)

where k I and k Z are modulation indices which determine the power split

between the carrier and the data and sync channels. For the single-channel

system the modulation output is

k(D (_) PN (_) Zfs)

where k is a modulation index which determines only the power split be-

tween the carrier and the information sidebands. Except for incidental

sources of degradation, al___lthe sideband power is available in both the data

and sync channels of the detectors. Therefore, the channel requiring the

greater ratio of signal-to-noise density {usually the data) will determine

the overall system threshold.

Clearly, the single-channel system is capable of greater communica-

tion efficiency because normally no extra sideband power need be allocated

for sync. This is especially important when the required sync power

approaches that of the data. This occurs for very low data rates such

that the sync loop bandwidth is comparable with the data bandwidth. How-

ever, for high data rates the proportion of power allocated to sync can be

quite small.

These relations can be readily demonstrated. The following telemetry

thresholds are established

Data ST/N/B= 7db for P = 5 x 10 -3
e

Sync 18.4 dbin ZB._ = 0.5 and Z cps; 15.4 db/cps
and Z1.4 db/c_s O

Carrier 6 db in ZBLo = 1Z cps; 16.8 db/cps

The data S/N/B is plotted against bit rate I/T in FigureF-50. The sync

threshold gives a 0. 34 rad rms phase jitter on a reference frequency fe"

For other subcarrier frequencies, the sync threshold power increases

6 db for each doubling of the reference frequency. The carrier threshold

is also shown on the figure.
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Also shown is a dashed line indicating the power available for the

sync channel of a two-channel system at data threshold if i0 per cent of

the sidebandpower is allocated to sync. This would represent a loss to

the data of about 0.5 db in power if the data and sync power were simply

additive. The vertical distance between this line and the sync thresholds

indicates the sync performance margin at data threshold.

with this apportionment of power the sync channel with ZB

has excess margin over the data at all Voyager bit rates.

cps the sync margin is negative below 500 bits/sec.

It is seen that

= 0.5 cpsLO

With ZBLo = 2

Above 500 bits/sec the communication efficiency advantage of the

single- over the two-channel system can be made less than I db as is

shown in Section 4.4 below. Using a 2 f data subcarrier, this performance
S

could be extended down to 128 bits/sec. Considering the small difference
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in performance at the bit rates of primary interest, and the proven capa-

bilities of the two-channel system, this is the logical choice for the

Voyager telemetry system.

4.4 Performance of Two-Channel System

4.4.1 Bandwidth Requirements

The data and sync channels impose certain requirements on both the

low and high frequency response of the telemetry channel. The former

is determined by the highpass filtering action of the carrier phase-lock

loop. Since the data subcarrier (at gf or 4f ) is above the peak of the
S S

sync spectrum, the principal effect here will be on the sync channel per-

formance. On the other hand, inadequate high frequency response in the

telemetry channel will penalize the data subcarrier at 4f . As observed
S

by Springett, the phase characteristics of the filters are especially im-

portant. Constant time delay or linear phase shift with frequency should

be the design objective for these filters.

The low frequency response is determined by the transfer function

between the carrier PLL input and the phase detector output. Springett

states (p. 30) that it has been determined experimentally that if

==10

no serious distortion of the PN $ 2f waveform will result. The worst
8

case occurs for high SNR in the carrier loop since a/a is smallest under
u

these conditions. Also, the criterion is most likely to be violated for the

lowest bit rates (smallest fs ).

Consider the following parameters:

f =9xlZ8
s Z -

- 576 cps for 128 bits/sec

B ° = 12/1.06 = 11.3 rad/sec, the minimum DSIF loop
natural frequency
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a o if Bif k

"_V_ iZ I= Z--5-0-U0.-q-l- = 0.22

k = fraction of total power in carrier

= 0. 1 from Figure F-50.

Substitution shows that the criterion is quite adequately satisfied under

the worst conditions contemplated.

The high frequency response requirements are determined by consider-

ing the RF (and IF) bandwidths required to pass the data and sync sidebands.

Springett (p. 17) defines 4f as the minimum bandwidth to pass the sync
s

PN_+{ s based on 85.6 percent of the energy residing in this band. To this

bandwidth must be added an allowance for the data subcarrier at 4f ands

its sidebands, the upper limit of the composite baseband signal will be

2f

4f + 2 • s 40
s --g- = -9-fs

and the RF (or IF) bandwidth will be

40 80

Z T f 9f_ S

TableF-9 summarizes the significant rates, frequencies and band-

widths for the two-channel telemetry system. The PN bit rate or basic

clock frequency Zf
s

per word.

Table F-9.

is none times the bit rate since there are 63 PN bits

Basic System Rates,

Data Rate Clock (Zfs)

Frequencies and Bandwidths

Subcarrier (4fs) Bandwidth (gfs)

DSIF

Telemetry
Bandwidth

128 bit/sec 1152 cps 2304 cps 5.2 Kc Z0 Kc

1024 9216 18.4 Kc 41.4 420

2048 18.4 Kc 36.9 83.0 420

4096 36.9 73.8 166.0 420
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The data subcarrier is placed at 4f . Finally, the minimum IF bandwidths
S

are related to the presently available DSIF telemetry predetection band-

widths {from TM 33-83).

The high frequency capabilities of the link should not limit telemetry

performance. Basically, any bandwidth up to the receiver bandwidth of

3.3 Mc could be provided for the telemetry phase detector. However,

excessive bandwidths result in high noise levels being applied to the phase

detector which give rise to large dynamic range requirements, rectifica-

tion and bias offsets, etc. For example, the nominal RF bandwidth 9f is
S

about 40 times the data bandwidth. With a 7 db SNR in the latter bandwidth,

the SNR in the predetection bandwidth is -9 db. If the bandwidth is I0 times

the nominal as suggested by the IOZ4 bps entry in Table F-9, the predetec-

tion SNR drops to -19 db. This is probably still not excessive.

A large telemetry bandwidth is desirable in order to preserve the

shape of the squarewave data subcarrier. If the fifth harmonic of the sub-

carrier at g0f is within the passband, it has been estimated that the data
S

degradation will be about 0.5-0.6 db. This criterion is reasonably well

satisfied with the bandwidth choices of Table F-9 except for the 4096 bit/sec

rate. Either the additional data degradation {about 0.5 db) must be

accepted, the DSIF bandwidth increased, or the 4096 bps subcarrier fre-

quency changed to Zf s. The alternatives require further study.

4.4.2 Power Requirements

The power requirements of any synchronous, coherent PSI_ system

depend ........ ,- -:_ ..... _ ,-,- .... 1 _A- .... _, - .... _ .... ,_ .
Iunct_rn_nt-411y Oil LII_ CIJ._k, LD uJ. LLI_IIIIO, J. L_Uta_ O-t_L/ J.LillJ_J..L_l., L _IJ.(%aJ.L*_

or timing of the reference waveforms. The latter effects reduce the avail-

able signal power, thus making the signal more difficult to distinguish

against the thermal noise background.

timing noise are:

e Bit sync

o Subcarrier reference

• Carrier reference.

The sources of this multiplicative
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Bit synchronization is derived from the PN generator which in turn

is driven by the noisy reference Zf . Since the jitter on Zf will be no
s s

greater than 15 degrees rms, the jitter in the bit sync should be no greater

than

15 ° T T

360 ° x _- = _ sec rms

or 0.5 percent of a bit period T. This represents a loss of 0.04 db rms in

signal out of the data matched filter due to sampling at the wrong time.

Thus, when the PN sync loop is in lock, the data degradation caused by

imperfect bit synchronization is essentially negligible.

As indicated in the previous section, the sync threshold has been

defined as the point at which the phase jitter on the subcarrier reference

is 0.34 rad rms. As noted by Springett, the data degradation occasioned

by this jitter can be found by assuming that the phase jitter is independent

of the data channel noise, and that the phase jitter has a gaussian distribu-

tion. The result is

Subcarrier degradation = exp O Z -l

where O is the rms phase jitter in radians on the subcarrier reference.

For 0 = 0.34 rad, the degradation is 0.5 db. However, O = 0.34 rad at

4f corresponds to 0.08 rad at f or 18.4 db SNR in ZBLo, the sync PLL
s s

bandwidth. Springett (p. 19) states that 9 db in 2BLo is the absolute sync

loop threshold at the input to the double loop detector including the effects

of limiter suppression. Therefore) a sync performance threshold of

18.4 db guarantees a sync loop operating well above absolute threshold.

Data degradation caused by the reconstructed carrier has been in-

vestigated at TRW and also at JPL by W. Lindsey. These investiga-

tions are summarized in Section 6. From Lindsey's basic formula

Carrier degradation =

IIZ(ZSNR)

Io(2SNR)
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where SNR is the signal-to-noise ratio in the loop bandwidth, an optimum

division of power between data and carrier can be found. However, it is

also shown in the appendix that the "6 db in ZBLo" threshold criterion

employed in JPL TM 33-83 and elsewhere provides a nearly optimum

division of power. At this threshold signal level, the SNR in the actual

operating bandwidth is 3.84 db and the data degradation is calculated at

1.0 db.

Thus, the total degradation of the signal by the three types of syn-

chronization noise is bounded by about 1.6 db. This degradation is con-

veniently combined with the theoretical ST/N/B required for the data.

For the specified telemetry bit error probability

ST
N---7-B: 5.2 db at Pe = 5 x 10 -3

using the well-known relation

The over-all SRN in a bandwidth I/T is therefore not greater than

ST = 6.8db
N7-g

including carrier, subcarrier and bit synchronization noise.

To this requirement must be added the effects of band-limiting on

the squarewave subcarrier. As shown in Section 5.1 this is about 0.5 db:

ST

= 7.3db

with all degradations included.

4.4.3 Intermodulation and Interference

Because it is basically an FDM system, the two-channel, system

will suffer to some degree fromintermodulation "noise." This phenomenon

can be appreciated from the following simple arguments. The modulated

carrier is

F-Ill



cos {_c t + klD (_) 4fs_)kzPN (_ Zf s)

where the Boolean functions have been used to indicate the phase modula-

tion rather than the actual (±1) - valued time functions. Expanding the

modulated signal,

cos _ t cos (klO_) 4f +kzPN(_) Zfs)-Sin co t sin(klD(_4f +kzPN (_) Zf )C S C S S

= cos co t cos k I cos k Z-(D _) 4f _ PN _) 2f ) sin k 1 sink ZC S s

-sin co t (D _ 4f s) sin k 1 cos k Z + (PN (_ 2f ) sin k Z cos k 1C S

When the signal is coherently detected with the reference sin co t, the lowC

frequency output is

(D G 4f s) sink 1 cos k 2 + (PN _ Zf s) sin k 2 cos k 1

which are the data and sync signals, respectively. No cross terms or

intermodulation between the channels is apparent in the recovered base-

band signal.

The cos co t term is identified as the carrier component of the PM
c

signal: the first term in the brackets is a constant or dc term while the

second is time-varying. The time variation is embodied in

D (_ 4f 0 PN @ Zf = D (_ PN (_ Zf " 90 degrees
s s 8

The time average of this function is clearly zero, i.e., there is no dc com-

ponent, since the average over a PNbit time is zero because of the

2f -= 90 degree term. Therefore, the useful carrier component supplied
s

to the PLL is

cos k I cos k z cos co tC

The power contained in the RF intermodulation term is essentially wasted.

However, this intermodulation power does not appear at baseband except

to the extent the RF quadrature term appears because of a phase error in

the sin co t reference.
C
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The power distribution between signal components is

PD = PT sinZkl c°sZkz

PS = PT sinZkg c°SZkl

PC = PT c°SZkl c°sZkg

PIM = PT sinZkl singkz

(data)

(sync)

(carrier)

(intermodulation)

Total power = PD + PS + PC + PIM = PT

Thus, in comparing a two-channel system to a single-channel system, we

must account not only for the power required by the sync channel but aIso

for the power wasted in RF intermoduIation products. Basically, for the

two-channel system we wish to minimize the total power PT required to

provide satisfactory operation of the carrier, data, and sync channels if

this is possibIe.

The minimization of PT proceeds as follows. We concentrate on the

data and sync requirements and check the carrier performance after the

PT minimization.

P
T

PD

singkl cosZkg

solving again for PT'

PD

PS

singkl f PT c°SZkl]

P
T

PD PS

sinZkl cosZkl

F=ll3



and the minimum PT occurs for

8PT PD

a-_-l - 0 and tan4kl = -_S

With PD/Ps = I0 as assumed in Figure 15, the optimum data deviation

k I = 1.06 rad and the sync deviation k 2 = 0.513 rad.

From the basic power distribution relations the modulation losses

can now be found and are shown in Table F-10. It turns out that there will

usuallybe sufficient carrier power using this procedure. The I0- to -l

power split between data and sync applies roughly for the lowest bit rate,

iZ8 bps. At the higher bit rates the sync channel requires less than 1 per-

cent of the power. The optimum indices for the 100:l power split are

k I = l. Z6 rad and k 2 = 0.316 rad. The modulation losses for the 10:l and

100:l power splits are given in Table F-10.

Table F-10. Modulation Losses for Minimum Total Power

Power Optimum
Division Deviations

PD /PS (rad)

Modulation Losses (db)

Data Sync Carrier Inte rmodulation

10 Data: 1.06 2.38 12.40 7.41 7.37

Sync: 0.51Z

100 Data: 1.26 0.84 20.84 10.84 10.84

Sync: 0.308

From TableF-10an efficiency comparison with a single-channel sys-

_'_ 0. I PD the modulation indextern can be made. Specifically, for Pc =

k = 1.25 rad and

Data and sync modulation loss = 0.45 db

Carrier loss = i0.02 db

There is no loss of power in RF intermodulation products. Thus, for the

same data power requirements, the two-channel system needs 1.9 db more

total power at 128 bps, and 0.4 db more power at the higher bit rates. The

latter comparison assumes that the same indices are employed at the
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highest bit rate since it is impractical to leave less than 10 percent of the_

power in the carrier because of deviation tolerances, etc.

It is also clear that the relative inefficiency of the two-channel sys-

tem is caused by the unavoidable power wasted in the RF intermodulation

products and, to some extent, in the carrier component. That is, with two

independent channels phase modulating the transmitter, it is not always

possible to allocate precisely the required carrier power while exactly

satisfying the data and sync channel requirements. In the single-channel

system the power can be distributed optimally between carrier and data-

plus-sync channels according to

PD+S = PT sinZk

PC = PT c°sZk

without generating any IM products. Although ideally the intermodulation

products do not appear at baseband to produce interference in the two-

channel system, they do consume received power. In the examples in the

table, the intermodulation and excess carrier power are dominant over the

modest sync requirements.

Finally, two idealizations in the above analysis should be noted:

a) The sync threshold (0.34 tad rms phase jitter on the

reference) is arbitrary.

_ _ _+_ _,_h_-_-_- i_ 11nlikely to be strictly a squarewave.

The first point stems from the desire to keep the subcarrier syn-

chronization degradation at 0.5 db. However, the proper criterion is to

find the optimum power split between data and sync to achieve a maximum

bit error rate for a minimum total power. Less power in the sync, resulting

in greater subcarrier degradation, may be tolerable provided the power

saved can be more effectively used in the data channel. The situation is

completely analogous to the question of optimum power division between

carrier and data (Section 6).
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If the data subcarrier is really a sinewave rather than a squarewave,

then in the power division formulas for data, sync and carrier

singkl--_ Z J ig(k I)

cosZkl --_ Jo2(kl )

Intermodulation products appear at both baseband and RF and can conceiv-

ably cause interference with the data, especially. Therefore, it is pre-

ferable to use a squarewave subcarrier in a two-channel system.

Unfortunately, IF and RF bandwidth limitations will restrict the higher

order harmonics of the data subcarrier at 4f as discussed in Section4.4. i.
s

By reversing this reasoning, one may conclude that, starting with a

square subcarrier and PN sync, baseband intermodulation products will

be created by inadequate predetection filter characteristics. In particular

a nonlinear phase characteristic in these filters creates IM distortion.

Since these products appear at baseband, they will in general interfere

with the data and sync channels. Further study of this problem is required.

In addition to the interference created by IM products, there is direct

interference at baseband because of the overlap of the data and sync spectra.

This interference is minimized by placing the data subcarrier in the null

of the sync spectrum. However, the data will interfere with the sync chan-

nel. Cross-correlation with the local PN sequence effectively spreads

the data subcarrier throughout the sync band and the subsequent PLL filter-

ing removes most of the interference. Basically, the sync detector is a

matched filter for which the following relation between input and output

signal-to-interference ratios applies:

where B is the input bandwidth and T the effective integration time of the

PLL. Let B = 4f = Z304 cps for IZ8 bps,T= I/BW3db__3/ZBLo = 6 secS

for ZBLo = 0.5 cps. Thus, the "procecessing gain" 2BT =" 104 • If the

total sync power is maintained at no less than 1 percent of the data power,
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then (S/I) i =" 0.01 and (S/I)o TM i00 (g0 db). The performance threshold

for the sync detector for 0.5 db degradation of the data subcarrier is 18.4

db in ZBLo. The above limitation on minimum sync power is therefore

teas onable.

F-If7



5. TELEMETRY SYNCHRONIZATION AND ACQUISITION ANALYSIS

5. 1 Frame Synchronization Analysis

Proper identification at the receiving station of PCM telemetry data

requires periodic transmission of a specially coded frame sync pattern.

After frame sync is acquired, then word sync may be obtained by counting

down from the bit rate (which is available from the bit synchronizer), if it

is not independently available. However, word sync can be obtained from

the PN code link.

To maximize the over-all data transmission rate, it is desirable

that an optimal sync pattern by used and an optimal recognition procedure

be followed by the receiving station. The performance of any synchroniza-

tion scheme may be described in terms of i) sync acquisition time T A,

2) probability Pl of recognition of the true sync pattern, 3) probability P2

of recognition of a false sync pattern somewhere in frame, 4) probability

P3 of maintaining sync after acquisition, and 5) lock hold time T H.

The factor which prevents the probability of a true sync pattern

recognition from being unity is the occurrence of errors in the link. If

perfect reception of a true sync pattern is arbitrarily required in order

that recognition be established, then for the probability of recognition

P1 = (i - h)n (F. 46)

Where h is the link error rate, i. e. , the probability that any transmitted

binit will be received in error, and n is the number of code bits in the

chosen sync pattern. If the error rate is small, Pl will be close unity,

but if H and/or n is large, P1 may not be satisfactory. This is overcome

by permitting up to a certain number (i errors to be tolerated in the

ground recognizer system for which recognition is achieved, for then Pl

can be increased to Pl ( e i):

£
1

P l (e 1) = _ (:) h r (l-h)n-r > (l_h)n (F. 47)

r=0
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False synchronization in a frame can occur due to n of the data bits

randomly assuming the sync pattern or by a combination of n - k bits of

the true sync code and k adjacent data bits randomly assuming the sync

pattern. In the former case the probability of false recognition at each

trial is

£
1

F 1 (el)= 2 -n _ (:) (F. 48)

r=0

However, the probability F 2 (e I' k) that a false sync pattern occurs

in a position displaced by k<n bits from true sync position is highly

dependent on the actual sync code employed. The use of Barker codes or

pseudo-random codes (which exhibit good autocorrelation functions} is

necessary to reduce the probabilities F 2 ( e i' k) for k = l, 2 ..... n-I

(see Section 2 of this appendix). The total probability of one or more

false synchronizations in a frame of N bits is then approximately given by

Pz I - (I-F l)
N-2n+l

1 - F 2 (Cl,k) (F. 49)

Now both F 1 (el) and F 2 (el,k) (k = 1, 2 ..... n-l) increase as

the number of allowed errors e 1 is increased, so that P2' the probability

of false sync, increases with el. On the other hand, to keep the prob-

ability P! of recognizing a true sync pattern close to one, e 1 must be

large. Therefore, el must be correctly chosen to yield the desired

values of P1 and P2" Of course in any case the sync code length n must

be sufficiently long. The portion of the channel capacity used for syn-
n

chronization is -_ and for a given P1 and P2 this quantity decreases as

the frame size N is increased (at the expense of additional acquisition

time of course).

For the simple case where h is very small, Cl may be chosen to

be 0. Then Pl = 1.0, F l = 2 -n, and F 2 = 0 for a Barker code or a
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reasonably efficient pseudo-random code. From Equations (F. 48) and

(F. 49) the frame length N may be solved for approximately:

N = -2 n in (i - P2) + 2n-i

This is plotted in Figure F-51.

Figure F-52 shows the variation of Pl for an error rate of h = 0. i.
This is usually considered to be the highest link error rate for which
the data return is usable.

For the Voyager mission, the maximum error rate specified is
h = 5 x 10-3, and the frame length is N = 448 bits. Based on this and the

following analysis, the frame sync code length chosen is

n = 21 bits

which comprises three words. This 21-bit sync pattern consists of a

7-bit Barker code lll0010 followed by its complement repeated twice.

O. 30

O. 20

=IZ

0.10

\TP2°°
+qo, 

50_P2 : 0.1

P2 0.5"

ERROR RATE h _ 0

P2 = PROBABILITY OF AT LEAST
ONE FALSE SYNC

RECOGNITION PER FRAME

t5

O_2

t 00 200 300 400 500 600

Figure F-51. Frame Length Versus n/N
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\.
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RECOGNITION

"5---_

\

10 12 14 16 18 20 22 24 26 28 30

n, NUMBER OF SYNC CODE BITS

Figure F-57. P1 Versus Number of Sync Code Bits

This sync code has the advantages of being easily generated by the

DTU and of having a good autocorrelation function (yielding low values of

F2 (_ i' k) as shown in Section 2 of this Appendix.

The procedure used to acquire frame sync may be described a_

follows. Immediately after bit sync acquisition a sequence of n received

binits appears in a shift register A (Figure F-53). A recognizer circuit B

compares the contents of A with the stored sync code and determines

whether the number of errors is less than cl, in which case a recognition

pulse is generated. If there are more than c 1 errors, the shift register A

is allowed to shift right as the next binit is received from the bit

synchronizer, and the procedure is repeated. The window is said to be

open and the incoming data is examined until a recognition (true or false)

occurs.
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RESET COUNTER I

FRAME POSITION

INDICATION

Figure F-53. Synchronization Block Diagram

The questions next arises as to the proper approach to be adopted

which will verify that the recognition is not of a false sync code, and

after verification, insure that the frame sync lock is retained for the

longest possible time. Several investigators have suggested that the

optimum approach consists of three modes of operation - acquisition,

verification, and retention modes. The number of bits examined each

frame time (window size) and the number of allowed errors (E) are

chosen differently to best match the a priori information concerning the

frame sync status.

However, to prevent the procedure from becoming unduly complex,

only two modes of operation are suggested for which near-optimum

performance can be achieved:

• Acquisition mode - window open; _I allowed errors; go to

retention mode after first sync code recognition is
achieved.

• Retention mode - 3-bit window; E 2 allowed errors; go

back to acquisition mode if sync recognition fails for all

three tests in window.

The 3-bit window in the retention mode means that after frame sync is

acquired, the recognizer examines the data at positions corresponding to

one frame time later and one frame time plus or minus one bit later. As

contrasted to a l-bit window this allows for possibility of a l-bit/frame

slippage of the phase-locked oscillator in the bit synchronizer at low
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signal-to-noise ratios. The criteria for the selection of and1 2 are

the minimization of average acquisition time TH, respectively.

The average acquisition time is given (see Section 2) approximately

by

1 + NF 1 ( e 1)
-TA : frames (F. 50)

P1 (_I)

The average hold time, i.e. , average time in retention mode, is

1

T H = 1 + 1 - Pl (e2) (1 - F2) (e2' 1) frames
(F. 51)

A short tradeoff may be performed to determine the appropriate

optimum error tolerances e 1 and _2 to be used for the sync code of

length n = 21 bits in a frame of length N = 448 bits. The results are

shown in Table F-II for error rates of h = 0. 05 and h = 0.005.

Table F-11. Acquisition and Hold Time Optimization
r

Error Error Average Average
Rate Tolerances Acquisition Time Hold Time Comments

h 1 2 TA -TH

0 0 0 1 frame co

0.05

O. 005

0 0

1 2

1 4

2 5

0 0

1 1

1 2

1 3

2.94 frame

I.39

1.39

1.16

1.11

1. 006

1. 006

1. 006

2. 52

12.3

3O8

2180

II

201

6260

250,000

Ideal case under

assumption of no
link noise

c _ too small
I' 2

_ too small
1' 2

e c too small
1' 2

optimum

e too small
i' 2

c too small
2

too small
2

Optimum
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At the maximum specified error rate h = 0. 005 and using the

optimum error tolerances, cI = I, _2 = 3, it is seen that the acquisition

and hold times are very good, that is, frame sync is acquired almost with

certainty at the first appearance of the sync code and the "mean time" to

sync loss is 250,000 frame-times.

As a matter of fact, the proposed sync code is still satisfactory at a

degraded error rate ofh = 0.05 (provided _i' _2 are also changed) as the

above table shows. This raises the question as to whether a n = 14 sync

code (two word lengths) would be satisfactory, at an error rate of

h = 0.005. However, a n = 14 sync code yields only marginal performance.

In summary, the above analysis shows that the chosen sync code and

sync acquisition and retention procedure yields a performance which

exceeds that which might be considered satisfactory as expressed in

terms of average acquisition and hold times. Thus proper frame syn-

chronization has been provided for all system modes of operation whether

word synchronization is independently available or not.

5.2 Derivation of F 2 (_ i k)

The 21-bit sync code consisting of 7-bit Barker code followed

twice by its complement is shown below

Bit

position 1 2 3 4 5 6 7 8 9 i0 ii 12 13 14 15 16 17 18 19 20 21 22

in frame B1B2B3B4B5B6B7B8B9B10BllB12B13B14B15B16B17B18B19B20B21B22

Sync
code 1 1 1 0 0 1 0 0 0 0 1 1 0 1 0 0 0 i 1 0 i

Syn c
code

shifted

one

position

1 1 1 0 0 1 0 0 0 0 1 1 0 1 0 0 0 1 1 0

For comparison to PN codes, the autocorrelation function of this sync

code is plotted as follows.
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R(?') = NO. OF AGREEMENTS - NO. OF DISAGREEMENTS

+21,

8 10 12 16 18 20

As an example F 2 ( ¢, 1) will be derived. A nonzero link error h

rate is assumed. The sync code shifted by K=I bit is shown in the

preceding plot. B 1 consists of a data binit which is equally likely to be a

1 or a 0. If the shifted sync code were received unchanged and B 1 = 1,

then mismatches wouldbe present in bits B 4, B 6, B 7, Bll, B13, B14,

B15, B18, BZ0, B21.

For a zero error toierance, i.e. E = 0, a false recognition can

occur only if B 1 happens tobe a 1, B 4, B 6, B 7, Bll, B13, B14, B15,

B18, B20, and BZl are received changed and the remaining 10 binits

are received unchanged. Thus

Fz (°l ;) = 1/z (l-h) lOh lO

If exactly one recognition error is allowed, a false recognition may

occur in any one of three mutually exclusive ways: 1) the recognition

error is allowed in B 1, 2.) the error is allowed in any one of the 10 mis-

matched positions, and 3) the error is allowed in any one of the 10
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matched positions. Consequently, the probability of recognition when the

maximum error tolerance is = 1 is the sum of the probabilities of these

three events plus the probability F 2 (0, l) of a recognition with no errors:

F 2 (1, 1) = F 2 (0, 1) + (l-h) 10 h 10 +-2 (l-h) 'h

+ (l-h)

= h 9 (l-h) II 5 + 1. 5 + 5 i-_

Similarly, for other error tolerances _ >l, the various events for which

recognition occurs may be determined and their probabilities computed.

Thus

5.3

F 2 (2,1)

[

= F 2 (I,i)+ h8(l-h)12122.5+ i0 (i--_)

+ 50 2 + 10 ( 3 + 22. 5 i_ etc.

Derivation of Average Acquisition and Hold Times

If frame sync has been lost and a search is initiated to reacquire

sync when the window is open and each time the contents of the n bit shift

register is examined, the result of the trial has three possible outcomes:

N - no recognition occurs

F - a false recognition occurs

T - a true recognition occurs

If, as before, P1 denotes the probability of a true sync recognition given

that a true sync code is present (Equation (F. 46)) for each trial in a frame

of N bits

P1

P (T) : --_- =
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Similarly, it is seen that the per trial probability of false recognition

P (F) is given by (see Equation (F. 48) )

P2

P (F) = N = p

Therefore the per trial probability of no recognition is

P(N) = I- _-p

As a good approximation, successive trials will be assumed to be

independent. In general, the acquisition time is determined by the number

m of false recognitions and the number r of no recognitions which occur

(in any order since successive trials are independent) before the first

true sync recognition occurs. Thus, in the process of attempting to

acquire frame sync, if a sequence of events NNNNFNNF... NFT occurs

haveing R occurrences of N (no recognition) and m occurrences of F
/ -- k

•  e ueo o /m mr/pm

(1-a-_)r_. Then the scheme is complete because if t = m+ r then

t co

_ (tin) _m(l-a-_)t-m : _ a(1-a) t= 1

t=0 m=0 t=0

The acquisition time T A of the sequence is

T A = Nm + r + 1 bit times

since each false recognition causes a one frame time delay in each. No

recognition event causes a one bit time delay. The expected acquisition

time is therefore

-- m

TA = Nm+ r + i = (N- i) m+t + I
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Thus, it can be shown that

t

=a _ t _ (t) mE1 - ___)

t=0 m=0

t-m 1

t

t=0 m=0

t-m =___ (1 = _)
(Y

A useful simplify expression can be obtained for T A

F 1 ( _1 )

F 2 (1, El) < n which is usually the case. Then

(1 p

7 (k)= Z -n. Furthermore since o_- N

k=O

under the condition

15= F 1 (e l)

we obtain finally that

= 1
-TA 1 + (N-I)_ (1 +a) +

1 + (N-l)l1 +--_> F1 (( 1) bit times

I+NF 1 (E l)
frame times

P
I (N >> i)

In a similar manner, assuming a three bit window for the retention mode

as previously described, it can be shown that the expected time in

retention mode is

1

T-H : 1 + 1 - Pl ((2) (I - F z (I1 (Z)
frame s.

F-128



6. THRESHOLD CRITERIA FOR PHASELOCK RECEIVERS

6. I Tracking Loop Dynamic Errors

The carrier tracking loop in the ground receiver experiences phase

errors because of doppler and doppler rate resulting from orbital motion

about Mars and motion of Mars relative to earth. These errors must be

evaluated to insure that the ground receiver is capable of accommodating

them. The orbiter-ground station range is the sum of three components:

Mars-orbit, Mars-earth center, and earth center - DSN station.

The Mars-earth center velocity component, though the largest,

varies very slowly and can be programmed out by DSIF frequency

selection. The remaining two velocity components produce a worst case

velocity variation of 2.7 km/sec. The rate of change of velocity is

primarily the orbital component, 1.53 m/sec Z.

For two-way communications, the doppler frequency is given by

zf
r

fd - (F. 5Z)C

and we have for f = 2295 Mc
r

fdl max = 41.3 Kc

]f'dlmax = 23.4 cps/sec

The loop error because of the doppler effect can be expressed as

2M fd

_I - K (F.53)

where K is the static loop gain of the loop.

than 0. 1 tad then

If we require _1 to be less

2_ (41.3) 10 3
K -<

.1

= 2.6 x 10 6 sec-1
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This requirement is very easily fulfilled by the operational amplifier in

the loop filter.

The error because of tracking a doppler ramp is given by

2w fd
- (F. 54)

2 2

n

Because of limiter suppression, the loop natural frequency, _on, is a

function of the received carrier level. We wish to calculate the error for

a bandwidth corresponding to a threshold level of 6 db in the receiver loop.

Since the DSIF receiver loop is optimized to 12 cps at 0 db in the 12 cps

bandwidth, _ for 6 db is
n

(.&) _-

n ('° n O/°
0

12
1. o6 ,/2.0 (r. 55)

= 16.0 rad/sec

Thus

2rr (23.4)E

2 (16.0) 2

= 0.57 rad peak

This value is pessimistic because it assumes only 6 db SNR in the receiver

loop bandwidth. If we consider the worst flight conditions with a satisfactory

performance margin at encounter plus 180 days, the tracking error is

reduced considerably. For the 128-bits/sec bit rate using the medium

gain antenna and the 210-ft dish, the SNR in the 12 cps DSIF bandwidth
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is 19. 1 db (Volume 2,

a tracking error

Section 5.3. I). This results in an w
n

of 34 r/s and

(2 = 0.13 rad peak,

a quite acceptable dynamic error.

Similar calculations can be performed for the transponder which, of

course, encounters only one-way doppler. Thus for the transponder

fd] = 20.6 Kcmax

max
= Ii.7 cps/sec

For a maximum static loop error less than 0. 1 rad the loop gain must be

6 -1
K = i. 3 x i0 sec

The transponder loop bandwidth is 32 cps at +6 db in the loop (Volume 5,

Section 1.5.4). If we consider the threshold level of 3.8 db {Volume 2,

Section 5.3. l), we have

32 [
776

Wn : 1.0(_ V.

= 26.6 rad/sec

The peak error due to doppler rate is therefore,

2_ (II. 7)
E --

z (z6.6) z

= 0. 10 rad peak
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6.2 Carrier Loop Degradation in Two-Way Mode

When the communication link is operating in the two-way mode, the

ground receiver loop receives an additional noise Component because of

up-link noise transmitted by the transponder. To determine the magnitude

of this component consider the transponder phase noise. It can be ex-

pressed as

2 t G 2
E

t 2C t

co

f Ht (_)
c0

2

de0 (F. 56)
2w

where the subscript t denotes the transponder and

C
T = carrier-to-noise density ratio

G = ratio of up-link to down-link carrier frequencies

H = loop phase transfer function

The total receiver noise is the sum of thermal plus transponder noise or

2
E

r

_r

2C
r

_t
+

2C t

cO

f Hr ("')

- CO

CO

2
dco
2w

2

(F. 57)

_r

2C
r

_t G 2
BNr + _ K (_3) BNr
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where

B
n

= (two-sided) noise bandwidth

= BNt/BNr

and K(_) is a parameter representing the second integral above as a

function of the bandwidth ratio. For the case where both loops are second-

order and adjusted 0. 707 damping K (_) has been plotted, _ and it can be

shown that at least for B N/B N >- 1, the factor K is not too dependent

/

upon the damping ratio, t/ r

Since

S Z

- _ BN (F. 58)

is the SNR in the loop noise bandwidth, Equation (F. 57) can be rewritten

as

z l G z K (p)
- + (F. 59)

r t

To evaluate this expression for Voyager we consider two cases. In

• 1 1_ -- J.1- J-1 ....... I ....... J _-%. A _. ........ .3 A -. 1 ...... J- I-1_ _ -"__

Ul_ _irst c&se, uut_1 L11_ x-_±v_z- =t,lu _zl_ L±-_z_l_uJ.J.u.t:J. • uupm are ,_ 51l_l_-

design threshold level. In the second case, the receiver is at threshold

but the transponder is at its minimum operational power level taken from

the system design control table (Volume 2, Section 5.3.2).

*J. K. Holmes, "A consideration of VCO and Thermal Noise in a Phase

Coherent Two-Way Doppler Communication System, "IEEE Transactions

PG SET, March 1965.
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For the first case we have

BN = 12 cps at 0 db (S/N) t
r

BNt -- 27 cps at 3.8 db (S/N)t

(corresponding to 32 cps at 6.0 db)

2295G - = I. O86Zl15

so that
= 2.26

K(_) : 1. 1

With no up-link degradation the mean square error of the receiver at

threshold is 0.5 (rad/sec) 2. Hence, if we set the total mean square error

at this value and calculate the resulting receiver SNR, we will have a

measure of the degradation caused by the up-link. Thus

1
0.5 - +

2(s)
r

(1. o86) 2 (1.1)

2(2.4) (2.26)

so that

(s):
r

The degradation, therefore, is 1.3 db since the receiver SNR must

be increased by this amount to maintain the same output phase noise as in

the one-way mode. By comparison, Mariner C specifications quote 2 db

for this degradation.
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For the second case, we have a transponder SNR equivalent to

13.6 db in 32 cps so that due to the limiter

BNt = 62.5 cps at 10.7 db

_ 62.5 _ 5.2
12

K(_) = 1. 1

Thus

yielding

0.5
_ 1 _ (1. 086) 2 (I.i)

2(S) 2(11.8)(5.2)
r

<s) =0 db,
r

as essentially negligible degradation.

6.3 Data Degradation Caused by Carrier Loop

In the past, coherent communication links have been designed by

adjusting the carrier deviation so that both the carrier tracking loop and

the data channel are above some arbitrary threshold. Such a design is

somewhat artificial in that the actual effect of noise in the carrier loop

upon the data channel SNR is not taken into account. A more realistic

approach is to adjust the deviation so as to maximize the data SNR or

minimize data error probability taking into account the degradation from

the carrier loop. The carrier loop margin per se is of secondary

interest.

A first attempt to account for carrier loop degradation of the data

SNR is an analysis given in an unpublished TRW memorandunl by

C. M. Thomas. In this memo, the carrier loop was replaced by a VCO

phase-modulated by white gaussian noise filtered by a first-order loop

transfer function. The spectrum of the VCO output is obtained by assuming

the modulated index is small (i. e. , carrier loop SNR high) so that the
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shape of the VCO noise spectrum is essentially that of the modulating

noise. This VCO spectrum is convolved with that of the incoming data

and noise, the resulting spectrum is then translated by the subcarrier

frequency and filtered by an integrate-and-dump filter. The resulting

expression for output data SNR is given by

2
-0

E

SNR z

o 1 + 2 (02 F 2 0J T
nd n

where

(SNR)o = data SNR in bandwidth i/T

(SNR)n d = data SNR inl/T withno carrier loop degradation

F
2 0a T

n

mean square carrier loop phase noise

a factor dependent upon bit time and loop natural

frequency

The factor F is plotted in the memo and is near 0. 15 for threshold cases

of interest. The data SNR is most readily optimized with respect to index

by cut-and-try calculations to maximize SNR.

Recently W. C. Lindsey of JPL _1_has approached the problem using

an expression for the probability density of the carrier VCO phase obtained

from his analysis of the second-order loop using Fokker-Planck techniques.

Furthermore, his results given in JPL Space Programs Summary

sW. C. Lindsey, "Optimal Design of One-Way and Two-Way Coherent

Communication Links, JPL Space Programs Summary, No. 37-33,

Vol. IV, 1965.
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Nos. 37-32, and 37-33, Volume IV, consider both one-way and two-way

links. Lindsey's expression for data error probability from Equation (2)

of SPS 37-33 is

i[8 SNRnd ]PE(n) = _ 1- _ {SNR)n d _ e -1)kekbZk+l(n)(1-4KZ)-lik(1/@2
k=0

where

bk(n)
Io(ezi=i i )

ek = I, k=O

_k = 2, k> 0

and where n = I refers to one-way link and n = 2 to two-way.

computer, Lindsey plotted PE(n) for selected values of

PT2 Tb2

N02

Using a

and

Tb2 BN2

as a function of cos {}d" Ideally these curves permit an optimum choice

Of deviation to minimize PE" However, in actual practice BNI and BNZ

are unknown because they are functions of the carrier power at the space-

craft and the ground, respectively, due to limiter suppression. Thus,

Lindsey's curves are not directly applicable and further computer study

is required to incorporate the effect of limiter suppression.
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In addition to PE(n), Lindsey also has an expression for the data
SNR given by

2
SNR = sin1 PT Tb [I1 (l/eZ)0d N O I 0 (1/8 Z )

for one-way and

SNR 2 : SNR

2

11 (lie z)__ ]

1 I0 (l/Szz)j

for two-way links. Because this expression is much simpler than that for

PE' it is possible to include the effect of limiter suppression for one-way

link without recourse to a computer.

To show this we note that

1

02 - 2 (SNR)B N

When B N is the total loop noise bandwidth.

Furthermore, it can be shown that because of limiter suppression

(SNR)BN

3(SNR)B N
o

1 + 2 _/(SNR)B N
o
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where BN is the bandwidth at the design power level. Thus
O

PT
SNR = sin2 8d N

o

I 6 cos {)d B N

O
O

I1 1 + 2 cos @d P/No BN
O

6 cos2@ P

i1 o

1 + 2 cos e d P/N ° B N
o

2

For a given system power budget PT/N ° and P/N BN are given. The
o O

data SNR can then be optimized with respect to ed by calculating SNR for

several trial values of @d"

An interesting comparison of the two methods for computing data

SNR was performed in connection with the power budget for Pioneer. The

parameters for this comparison were B N = iZ cps, P/N ° = 22. l db/cps,
O

and I/T = 8 cps. Using the expression of Thomas, the optimum index

was found to be i. 0 radian which resulted in a maximum SNR of 10. 0 db.

Using Zindsey's equation, the optimum index was i. 1 radian resulting in

a 10.6 db SNR. With an index of 1.0, Lindsey's expression gave a SNR

of I0.45 db. Thus, the two methods are in agreement with Thomas being

somewhat pessimistic regarding the carrier degradation. It is interesting

to note that the 1.0 radian deviation results in a loop SNR of 6.0 db within

the 12 cps or 3.75 db in the 20 cps expanded bandwidth. This is well

below the criteria of 9.0 db sometimes used in specifying carrier threshold,

although it happens to agree exactly with the JPL criterion specified

in TM33-83.
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7. TELEMETRY MEASUREMENT LIST

This section contains Tables F-I2 and F-13. Table F-12 is a

preliminary engineering measurement list, and Table 13 is a summary
of the measurement list sampling rate.
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Table F-13. Summary of Measurement List Sampling Rate

I

Sampling I RatePreferred Minimum

Subsystem 5/s 2/s I/s i/m 1/10m i/hr 2/s i/s 1/10s I/m 1/10m I/hr

Communications

(Analog)

(Discrete)

Attitude Control

(Analog) 9 2 8 6 3

(Discrete) 30

Thc rn_al Control

(Analog) I I 0

CS&C

(Analog) l 0

(Discrete) 4 6 20

Mechanical

(Analog) 2

(Discrete) 24

Power

(Analog) 39

(Discrete) 5

Propulsion

(Analog) 6 1

(Discrete) 21

3 26 10 3 15 19 i

5 38 4 2 39 2 4

5

3O

Per Cent

Accuracy

Pre- Mini-

ferred mum

9 2 5

II0 2 5

2O

39

5

i 2

3 5

2 1 3

21

i 3

Science

(Discrete) 55 55

(Analog) 5 4

Totals - Analog 15 5 74 128 18 I0 3 3 5 15 184

Discrete 49 55 5 74 24 5 9 78 71 2 29

-8 i-Sl +12 +227 -382

Integrated Data Bit Rates

I) Preferred - 949 bits/see

2) Minmmm - 263 bits/see

Wbcn f(,rtnalIed as permitlcd by 2 level comnmtalion plus cross strapping and adding synchroni-

zati(m and idcntificali(m allowance, these values becon_c:

l) Preferred - 12(15 bits/see

2) Mininmm - 389 bils/sec

I 2 5
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APPENDIX G

SOLAR ARRAY DESIGN

i. SOLAR CELL TRADEOFF ANALYSIS

The tradeoff study to select the optimum base-resistivity solar

cell and cover glass thickness indicates that, in general, the nominal

10-ohm-cm cell and a 6 rail cover glass yield a higher watt per pound

solar array than thicker cover glass.

The basis for a tradeoff study of base resistivity is that higher

base resistivity solar cells provide more power at a higher radiation

flux levels than low base resistivity cells for the identical initial

efficiency. The curves in Figure G-I show that a cross-over exists

at an equivalent flux of 9 x 1014 l-Mev electrons/cm 2 total dose. Since

the curve is constructed for solar cells at+Z7°C, the results are sub-

ject to a small error at higher and lower operating temperatures

(discussed below). Nevertheless, the curves show that above 9 x 1014

electrons/cm 2 the higher base resistivity cell produces more power

and requires less area for a fixed power requirement.

1.0

0.9

0.8

2
0.7

x o.6

_ 0.5

z

u_ 0.4
0
z
O 0.3
I--

u
_z
,,_ 0.2

0°

1 I I_
L ]1.2-2.0 (1) OHM-CM CELLS

1012 1013

Figure G-I.

1014 1015 1016 1017

TOTAL EQUIVALENT 1 MEVFLUX (ELECTRONS/CM 2)

1018

Fraction of Initial Power Remaining versus

Total 1 Mev Equivalent Electron Flux

lO 19
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In general, as the cover glass thickness is increased, more

charged particles are prevented from reaching the solar cell surface;

but at the same time, the array weight per unit of area is increased as

the result of the extra glass. Whether or not an optimum glass thick-

ness exists and if so, what that exact value is depends upon the make-up

of the particle spectrum, i.e., the relative quantities and spectral

distributions of protons and electrons.

The damage factors which have been used to convert the raw

flux spectrum into damage-equivalent 1-Mev electrons were obtained

from the Figures 32 and 33 in "Results of the Telstar Radiation Experi-

ments," by W. L. Brown, et al, in the July 1963 issue of the Bell

System Technical Journal.

In general, the damage factor increases with electron energy for

a given glass thickness, and reduces with increasing glass thickness.

For protons, increasing the glass thickness tends to increase the re-

quired minimum proton energy for glass penetration. At higher

proton energies, however, increased glass thickness is not significantly

effective in reducing the damage factors.

I. 1 Details of Analysis

The analysis was based upon the assumptions discussed in the

following paragraphs.

1. i. i Flux

The raw flux spectrum is presented in Table G-I (also see

Appendix B). The analysis was performed for Mars radiation environ-

ments ranging from i0 -I to 104 of the earth's radiation referred to as

E = 10-1E to 104E .
m o o
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Table G-I. Voyager Flux Spectrum

A. Near Earth

Electrons

E > 0.5 Mev = 4 x I0 I0 e/cm 2

Protons_

4-15 Mev =

15-30 Mev =

> 30 Mev =

109 P/cm 2

108 P/cm 2

107 P/cm 2

B. Cruise

Solar flares - 1/2 yearly rate for 177 day Type 1
Class 1 Mission

Protons

> 30 Mev =

>100 Mev =

5 x 109 P/cm 2

4.8 x 108 P/cm 2

Solar wind = no damaging particles.

C, Mar s Orbit

Nominal Orbit: 2,000 km = h
P

20,000 km = h
a

T_I"--.@_-- _ A _ ..1_

Period = 14.5 hr

Eccentricity = 0° 6?-8

Based on Mars Equal to One Earth Model

Electrons

1013E > 0.5 = 1.6 x e/cm?- for 6 months in orbit.

#
Derived from Flux Map AE 1 Velte,

January 1965.
- Aerospace Corporation,
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Table G-l. Voyager Flux Spectrum (Continued)

Protons

4-15 Mev =

15-30 Mev =

34-50 Mev =

> 50 Mev =

For 6 months, multiply per orbit values by

24 Hr/Day x 183 days = 303 orbits
14.5 Hr/Orbit

2.2 x 109 P/cm2/orbit

3.9 x 107 P/cmZ/orbit

8.6 x 106 P/cm2/orbit

i.i x l06 P/cm2/orbit

-i
For a i/I0 earth model, multiply above values by I0 .

For earth models of I0 through 104, multiply flux values for the E
o

case by the approximate scaling factor 10 N.

Electrons and Protons in 6 Month Mission

Protons 1 Earth Model (Eo) i/i0 Earth Model (10-1Eo)

2
E > 4 - 15 6.7 x i0 II P/cm 6.7 x I0 I0 P/cm2-

E = 15 - 30 1.3 x i0 I0 P/cm 2 1.3 x 109 P/cm Z

E = 34 - 50 Z.6 x 109 P/cm 2 Z.6 x 108 P/cm 2

E > 50 3.3 x 108 P/cm Z 3.3 x 107 P/cm 2

Electrons

0.5 Mev = 1.6 x 1013 P/cm 2 1.6 x i0 IZ P/cm Z

Solar Flares - Protons

> 30 Mev 5 x 109 P/cm 2

> I00 Mev 4.8 x l08 P/cm 2

Solar Wind

No damage.
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Except as noted, all values of per cent power remaining, areas

and weights required are based on the total flux received by the solar

array throughout the 12-month mission life. This includes the near

earth flux, cruise flux, and flux encountered during 6 months of Mars

orbiting. Except for the flux received from solar flares, all flux

incurred at Mars is directly scaled when considering Mars environ-

ments ranging from 10 "1 to 104 of the earth radiation flux environments.

1.1.2 Damage Factor

This is described in the array electrical design section (Volume 5,

Section IV - 3.3.3).

1.2 Array Characteristics

These consist of the following:

a) Backshielding, including two layers of 5-mil
thick aluminum skins, primer, bonding,
adhesive, and paint equivalent to 0.11 gm/cm 2

or about 20 mils of fused silica cover glass.

b) Array weight exclusive of cover glass = 0. 816 lb/ft 2.

1.3 Solar Cell Damage Curve

The curve in Figure G-1 is a plot of the relative maximum power

remaining versus equivalent 1-Mev electron flux. It assumes the

same efficiency for the two resistivity types at +Z7°C. The 1-Mev

flux obtained with the data in (a) and (b) for each of several glass thick-

nesses is used to enter this curve to establish the remaining power

at the respective flux levels. The total flux incident upon a solar cell

includes that impinging on the front for glass thicknesses of 6 mils,

18, 36, and 54 mils and on the cell rear surface through an equivalent

20 mil coverglass. To extend the analysis to flux corresponding to

E of 102 and above required extrapolation of the solar cell radiation
o

damage curves to flux levels much higher than that for which damage

data is available. Thus, although general conclusions are valid, care

must be taken when using any data for E --> 102 .
O
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1.4 Results

Table G-2, shows the per cent of initial power remaining for each

glass thickness, from E M = 101Eo to 104Eo for 1 and l0 ohm-cm solar

cells. The table accounts only for radiation damage to the solar cells;

other degradation mechanisms are not included in the analysis.

Table G-2. Relative Power Remaining at End of Life

E M 10-1E 100E 101E 102E 103E 104E
O O O O O O

Glass

Thickne s s

(mils)

6

18

36

54

l Ohm-Centimeter Cells

0.815 0.623 0.445 0.284 0.137 0.014

0.827 0.640 0.460 0.298 0.150 0.025

0.842 0.653 0.472 0.307 0.160 0.033

0.858 0.680 0.493 0.327 0.177 0.048

i0 Ohm-Centimeter Cells

6 0.800 0.640 0.490 0.354 0.234 0.130

18 0.814 0.655 0.504 0.366 0.244 0.139

36 0.827 0.666 0.513 0.375 0.250 0.145

54 0.844 0.690 0.532 0.392 0.265 0.158

Table G-3 shows the relative solar array area required for a

fixed end of life power. The results are all normalized for 6 rail glass

over the range of E Mvalues. Note that the 1 and I0 ohm-centimeter

cells are normalized separately. The results are consistent with that

of Table G-g: the higher the percentage of remaining power (Table G-2),

the lower is the relative area.

G-6



Table G-3. Relative Areas Required

E M 10-1E 100E 101E 102E 103E 104E
O O O O O O

Gla s s
Thickne s s

(mils)

6

18

36

54

1 Ohm - Centimeter

I.00 i. 00 I. 00 I. 00 I. 00 I. 00

0.99 0.97 0.96 0.95 0.91 0.56

0.97 0.95 0.94 0.93 0.86 0.42

0.95 0.92 0.90 0.87 0.77 0.29

10 Ohm-Centimeter

6 1.00 I.00 I. 00 i. 00 i. 00 I. 00

18 0.98 0.98 0.97 0.97 0.96 0.94

36 0.97 0.96 0.96 0.94 0.97 0.90

54 0.95 0.93 0.92 0.90 0.88 0.82

All numbers rounded off to two significant figures.

Note: All relative areas are with respect to the 6-mil glass for
each flux case. Different flux levels cannot be compared
in this table.

Table G-3 shows only the relative areas and thus that the thicker

glass requires less total area is as expected. However, the weight

increases with glass thickness, and if the values in Table G-3 are

multiplied by the respective lb/ft 2 values for the specific glass thick-

ness, it is found also that the total array net weight increases with

increasing glass thickness. Thus, the reduction in flux reaching the

cell with increasing glass thickness, is offset by the increased unit

area weight with the single exception at E M = 104E for 1 ohm-o
centimeter.

The results in Table G-4 have again been normalized for a 6-rail

glass thickness. At each flux level, the values represent the total

array weight required to supply the same end of life power. In general,

a lower array weight is achieved by using the thinner glass and providing
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the additional area required. The most significant effect of increasing

the array area is the increased solar cell cost, which is a first order

approximation is inversely proportional to the relative areas in

Table G- 3.

Table G-4. Relative Solar Array Weight

E M 10-1E 100E 101E 10?E 103E 104E
O O O O O O

Glass

Thickness

(mils) l Ohm - Centimeter

6 I. 00 i. 00 i. 00 i. 00 i. 00 i. 00

18 i. 09 I. 08 i. 07 i. 06 i. 01 0.62

36 1.24 1.22 1.20 i. 18 1.09 0.54

54 1.37 1.32 1.30 1.25 i. Ii 0.42

I0 Ohm - Centimeter

6 1.00 1.00 1.00 1.00 1.00 1.00

18 1.09 1.08+ 1.08- 1.07 1.06 1.04

36 1.23 1.22+ 1.22- 1.20 1.19 1.14

54 1.36 1.33 1.32 1.30 1.27 1.18

The results of Table G-4 are plotted in Figure G-2 for the

1 ohm-cm cells.

The results for E M = 104Eo for the 1 ohm-centimeter cell are

different from the other cases because the relative power remaining is

extremely small* (less than 5 per cent) and undergoes a wide variation

between 6 and 54 mils (about 3.5 to i). Thus, the relative area re-

quired (Table G-3) is a factor of 3 smaller for 54 mils (relative to

6 mils), and the increased unit area weight cannot offset the larger

area as for the remaining cases in Table G-4.

In fact, the remaining power is probably within the uncertainty level

of any system of measurements used to determine flux magnitudes

and power levels.
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1.6

I I
6 MIL GLASS (REFERENCE)

E 10-1_

0.8 --

E = 102 _. _ __

0.4

0.2 E

E = 10 3

E = llj_ ....

/
0 10

I0 0

_E 10 2

103 J

/E 104

.... 7 - 13 OHM-CM SOLAR CELLS1.2 - 2.0 OHM-CM SOLAR CELLS ]

50 6020 30 40

GLASS THICKNESS, MILS

Figure G-2. Relative Weight Versus Glass Thickness

A direct comparison of 1 and i0 ohm-centimeter cells is obtained

by normalizing the data for the latter cells with respect to the former

in Table G- 3(again each flux level is maintained separately). Table

G-3 shows a greater relative power remaining for the 1 ohm-cm cells
-i

for E M = i0 Eo, but the 10 ohm-cm cell is superior for all remain-

ing cases of E M. Maintaining the normalization would alter Table G-4

to that shown in Table G-5. The results are again with respect to

relative weight to yield a specific end of life power, but the normal-

ization of the i0 ohm-cm to the 1 ohm-cm data permits a direct

comparison of the two cell types. The results show the clear superiority

of the higher base resistivity cells for E M -->3Eo.
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Table G-5. I0 Ohm - Centimeter Cell Data for Relative Array Weight
Normalized to 1 Ohm-Centimeter Cell Data in Table G-4

E M 10-1E 100E 101E 102E 103E 104E
O O O O O O

Glass

Thickne s s

(mils) 10 Ohm - Centimeter

6 1.02 0.97 0.91 0.80 0.50 0. ii-

18 1.10 1.05 0.98 0.86 0.62 0.11+

36 1.26 1.19 l.ll 0.97 0.70 0.12

54 1.39 1.30 1.20 1.04 0.74 0.13

In general, minimum system weight is achieved with the 6 mil

glass and the 10 ohm-cm solar cell.

One more comparison is significant, the determination of the

array weight required to supply a constant end of life power as a

function of the total radiation flux. Figure G-3 shows a plot of the

required array weight (normalized to E M = 10-1Eo) for 6 rail glass

covered solar cells versus the total close-in equivalent l-Mev electrons.

Note, however, that the total equivalent l-Mev flux for two successive

E cases do not ratio by i0:I because the total flux includes fixed
O

components not affected by scaling the earth flux from one level to

another.

One and 10-ohm-cm cells are also compared (based on 27°C data)

to show the importance of the higher base resistivity cell. At

E M = 10-1Eo , the 1 ohm-cm cell is superior (see Table G-4) by about

2 per cent, but this is more than offset with increasing flux (see

Figure G-l). At the extremely high flux levels, represented by

E M > 102E , the poorer radiation resistance of the lower base
o

resistivity cell is clearly demonstrated by the sharp separation of the

two curves. Thus as a protection against higher unexpected flux, the

10-ohm-cm cell should be selected.
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Figure G-3 also shows the relative weight at Mars encounter plus

one month, based on a total six-month flux accumulated for E M = 10-1E .o

Here the two cell types are nearly identical as a result of the low flux

and relatively small damage incurred.

The superiority of the i0 ohm-cm cell i s accentuated at tempera-

tures below 27°C (which occur in the last six months of life) because

the increase of voltage with decreasing temperatures is higher for the

dVMp

i0 ohm-cm solar cell. Specifically, dt - 2.7 mv/°C for the

I0 ohm-cm cell and only 2.2 mv/°C for the 1 ohm-cm cell. Inclusion

of the low temperature characteristics in Figure G-3 would show still

lower relative weights for the I0 ohm-cm cell, compared to the

I ohm-cm cell.

2. ARRAY MECHANICAL DESIGN

Z. 1 Summary

Structural design of the solar array is discussed in Section V-I.

Factors governing the design of the solar array for Voyager included:

O Over-all specific weight, including solar cells and

cover glass with an assumed packing factor of 0.88,
not to exceed 1 ib/ft 2.

o Structural deflection because of vibration, steady

state and impulsive accelerations not to exceeds

1 inch.

O Mechanical properties of the substrate should not

be changed by repeated temperature cycling.

O The solar array should be sectioned to facilitate

fabrication, handling, and testing, and all sections

should be identical.

During the Phase IA study, three substrate materials were

considered:

o

0

A 0. 10-inch single flat aluminum skin bonded to a corru-

gated sheet of 0.0008-inch aluminum, reinforced by four

aluminum hat-shaped stiffeners bonded to the panel.

A 3/8-inch thick aluminu _ honeycomb panel with 0.005-

inch aluminum facing skins reinforced by four aluminum

hat-shaped stiffeners boned to the panel.
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O A l-inch honeycomb panel with 0.010-inch facing on a

hexagon cell core with no reinforcement.

Because of the possibility of having to implement a development

program in the field of thin gauge corrugated structures, study effort

was concentrated on the honeycomb structures. Stress analysis indicated

very minor differences between the deflection characteristics of the

3/8 inch reinforced and the 1-inch plain honeycomb panels when supported

on three sides. Thermal considerations favored the use of the plain

honeycomb panel with 7075-T6 aluminum alloy facing skins to minimize

thermal gradients over the panel surface during eclipse.

The selected material for the substrate has the following character-

istics:

Core

Material

Density

Cell Size

Facing Sheets

Mate rial

Thickne s s

Adhe sive

Material

Density

5056-H39 aluminum

i. 6 Ib/ft 3

Either 1/4 inch (0. 007 inch thick-

ness) or 3/8 inch (0. 001 inch
thickne s s)

7075-T6 aluminum

0. 010 inch

FM I000 Epoxy Film

0. 040 ib/ft 2

The array includes six identical fixed panels, each as shown

in Figure G-4. Each panel will carry 6,496 2 x Z cm cells, arranged

in4 series strings of 116 10-cell modules and 2 series strings of

116 8-cell modules. The dielectric material separating the cells from

the substrate, chosen primarily because of its resistance to thermal

cycling, is SMP 62/63 impregnated No. 108 glass cloth. A blend of

RTV 580/560 is used for bonding of the solar cells to the dielectric.

The rim of the panel is a thin channel. The substrate contains

threaded inserts for mounting protective covers on both sides of each

panel. The covers will be installed during all handling, storage, and

shipping, removed only for testing when the presence of the covers

would alter mechanical characteristics or interfere with illumination.
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104 3/4

60 I/4

Figure G-4. Solar Panel Outlines

Z. Z Substrate

Initially, the array design was based on fixed annular panels

with an inside diameter of IZ0 inches and an outside diameter of

Z34 inches, having a total area of Z47 square feet. The panels were

to be supported along their radial edges and stiffened on the inner

edge. The outer edge was to be used for attachment of certain scientific

instruments and sensors. For this approach a reinforced 3/8 inch

honeycomb substrate was proposed, in order to minimize deflection of

the unsupported edge. The results of the stress analysis of this design

of the panel are given in Appendix C.

It was concluded from the preliminary analysis that the outer

edge of the array should be supported to minimize deflection under

vibration and to provide support for instruments and sensors. This

approach has the further advantage that the six panels can be made

inter changeable.
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The additional supporting structure enables a plain honeycomb

substrateto be used. The panel design was further modified to the shape
shown in Figure G-4 to increase the field of view for the POP, with

a resultant reduction of area to 191 square feet.

The selected material for the honeycomb skin is 7056-T6 aluminum

alloy, a high strength alloy with good thermal properties at the low

temperatures encountered during eclipse. To minimize the rate of

change of temperature during eclipses, it is desirable to have a material

with a specific heat which remains high as its temperature decreases.

The specific heat of aluminum plotted in Figure G-5 as a function of

temperature is typical for most aluminum alloys. An exception is
7075-T6, which because of its zinc content, maintains an almost constant

value of specific heat as the temperature decreases (Figure G-6). Hence,

for missions which may have extended e=lipse times and resultant low
temperatures,(<0°C), 7075-T6 is the preferred material.

The honeycomb is standard 5056-H39 aluminum hexagon cell,
with a density of i. 6 ib/ft 3.

During the study a tapered panel design was considered in an effort

to reduce substrate weight. This approach was rejected, however,

because it would unnecessarily complicate fabrication. Thermal design
would also be complicated because an isothermal heat sink is desirable

for the solar cells. The practicality of using beryllium was also ex-

amined, since it has high strength (4.27 times that of aluminum) and

light weight (0.69 times that of aluminum). A stiffened flat plate design

was evaluated, but resulted in approximately 3 per cent increase in

weight as shown below:

Solar cell weight

Beryllium sheets

Stiffener s

Total

12.55 Ib/panel

13.90 Ib/panel

6.55 Ib/panel

33. O0 lb/panel

This compares with 31.71 Ib for the selected design. It was also

considered that cost and unavilability of large sheets would prohibit

the use of beryllium.
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2.3 Panel Weight

The weight per panel for the selected design is:

12.55Solar Cells

Honeycomb Adhe sire

(. 04 lb/ft) 2.53

Facing Sheets 8.61

Core 4.32

Closing Channels 2.30

Attach. and Misc.

(5 per cent) i. 50

Total 31.71

2.4 Adhesive Materials

A materials testing program was conducted to evaluate plastic

adhesives effect bonding between the aluminum honeycomb core and its

aluminum foil skins and the honeycomb panel and its internal, local

structural inserts. The program was divided into two parts: i) tests

to obtain basic physical and mechanical properties of various adhesives

such as outgas characteristics, lap shear, peel and flexural strengths

under static loading conditions, 2) structural tests that would provide

information related to the actual solar panel designs to permit correla-

tion between analytical and test results. The tests were conducted at

room temperature, atmospheric pressure conditions, and in an environ-

ment simulating the actual anticipated exposures to which the solar

panel structural subtrate will be subjected.

2.4.1 FM-1000 Film

On the basis of the tests FM-1000 film was recommended as the

adhesive to bond the skins to the core of the honeycomb panel. The

0.04 ib/ft 2 film weight was found to be the optimum from the stand-

point of peel strength, for skins of 0. 010-inch thick. With this film

weight, and a core ribbon thickness of 0. 001 inch the peeling of the

honeycomb panel skin was realized through 40 per cent core tear and

60 per cent adhesive failure. The peel strength was i0.8 Ib/in average,

which is considered to be adequate. For a film weight of 0. 025 ib/ft 2

the peeling was found to be attributed to i00 per cent adhesive failure

of the bond. A 0.06 ib/ft 2 film weight would result in such a strong
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bond that i00 per cent core tear occurred in the peel tests. The flexural

strength of the FM-1000 bonded honeycomb panels was found to be

exceeding that determined theoretically. The criterion for determining

the flexural strength of the particular honeycomb panel was the inter-

cell buckling of the panel skins because of bending compressive stress.

For skin thickness of 0.010 inches or more, a film weight of
0.08 ib/ft 2 may be required. This will be evaluated during the Phase IB

study. Alternative adhesive films based on nylon epoxy (3M Co. AF-300

or AF-302) will also be evaluated for bonding the honeycomb, since they

have good low temperature properties.

2.4.2 Outgassing

Outgassing tests were carried out on pure adhesives, plain honey-

comb specimens, and specimens of hat section stiffener bonded to

honeycomb panel, exposed to a pressure of 5 x 10 -6 torr at 120°C for

7 days. Two areas were investigated, effects of outgassing on strengths

of adhesives and the amount of condensation of outgassed particles on

camera lenses. The test results indicated that no degradation of strength

was evident. In fact a slight increase in flexural strength and adhesive

modulus was noted in most tests. I_nthe pure adhesive outgas test, the

weight loss of the fully exposed adhesives in 3 days constituted approxi-

mately 80 to 95 per cent of that in 7 days. Therefore, additional weight

loss beyond 7 days could be assumed to be negligible in this test. A

study on the paths of the outgassed particles of the adhesives in the solar
3o
A onpanel structural subtrate indicated a condensation film of less than 10

adjacent glass surfaces for 30 days. Outgassing tests will be repeated

for nylon epoxides during Phase IB.

2.4.3 Thermal Cycling

Plain honeycomb panel and hat panel specimens were cycled

between -120 and 120°C for 50 cycles. The specimens were subsequently

subjected to peel andflexural tests. As in the case of thermal vacuum

exposure, no decrease of strength was noted. It was also observed

that the flexural strengths were 20 to 40 per cent greater than those

obtained with no prior exposure.
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2.4.4 Tensile and Flexural Tests on Bonded Inserts

Tensile and flexural tests conducted on specimens with internally

bonded aluminum inserts indicated that the presence of such inserts

did not create local high stress concentration to the extent that the

tensile and flexural strengths of the honeycomb panel are reduced. The

average compressive force on the insert surface required to shear out

the insert from the honeycomb panel was found to exceed the design

requirement by a large margin. The adequacy of the inserts has been

demonstrated in single-panel vibration tests. Inserts will be bonded

into the honeycomb section using HT-424 foam.

2.4.5 Finishes

The finish on the back face of the honeycomb skin will be determined

by a thermal analysis of the required a� c. A chromic acid etch will be

used to treat the skin prior to bonding.

2.5 Substrate to Module Interface

For the resin to be used for bonding the solar cell modules to

the substrate high level performance is needed by polymeric materials

during prolonged exposure to the space environment. The worst case

environmental conditions include thermal cycling with simultaneous

exposure to 10 .9 torr, corresponding to the vehicle environment

during the last month of the 6-month orbiting phase. Another restrictive

condition, inherent in the design, is the vibration experienced by the

bonding agents during powered flight. This requirement demands

adequate static performance by the bonding system and a high degree of

dynamic capability. Still another important consideration is the effect

of the linear coefficients of thermal expansion over the relatively wide

temperature extremes involved. Although the bonding system may

have the ability of accommodating the shear forces caused by a differential

coefficient of expansion, the solar cell interface with the adhesive

(e.g., silver titanium solar cell backing) must be considered since it

may be weaker than the bonding system.

The materials and their application are considered from a systems

viewpoint rather than individually. For example, the bonding of the

solar array involves the pretreatment of the aluminum honeycomb

G-19



subtrate, the application of a dielectric film or coating, the bonding

of primed solar cell modules, and the bonding of cover glasses onto the

solar cells. The failure of any component of this system may result

in system electrical degradation or even catastrophic failure.

2.5. I Dielectric Materials

Four types of dielectric materials were considered as films

capable of providing electrical insulation of the solar cell modules

from the aluminum honeycomb skin. These materials included:

a) SMP 62/63 Epoxy Polyamide (0. 004 thick dry film

sprayed)

b) Glass cloth impregnated with SMP 62/63

c) Mica ply epoxy glass laminate

d) Doryl LD 3055 Polyester glass laminate

The four dielectric materials were evaluated in an earlier test program.

Application of Alodine 600 and chromic acid etching were evaluated

as pretreatments for enhancing the adhesion of the dielectric film to

the aluminum substrate. SMP 62/63 and the SMP 62/63 impregnated

glass cloth utilize the epoxy polyamide as the adhesive. The mica

ply film was bonded with RTV silicones. Doryl LD 3055 was bonded

to pretreated substrate at elevated temperatures and under pressure.

As a result of the testing program outlined below, the following

materials and finishes were chosen.

Application

Sun side surface pre-

treatment

Dielectric film

Materials

No. 631 aluminum cleaner

Deoxidine No. 170

Alodine 600

SMP 62/63 Impregnated

No. 108 glass cloth

A room temperature vulcanizing (RTV) adhesive was considered

most applicable for bonding solar cell modules to the substrate. The

use of a silicone adhesive generally requires the application of a

silicone primer to the bonding surface of the substrate. RTV-615,

RTV-60, RTV-560, RTV-580 and silastic 881 filled with alumina were

evaluated with silicone primers SS-4004 and A-4094 on a 5052-H39

aluminum honeycomb skin.
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The results of a comprehensive series of tests outlined below led to

the choice of blend of RTV 580/560 for the solar cell module adhesive

and SS-4004 as the silicone primer coating.

Tests conducted to select adhesive and silicone primers for the

solar cell module bonding system were the following:

Butt-tensile tests:

Lap shear tests:

Lap shear tests:

utilizing scrap solar cells.

an evaluation of curing of RTV-560.

an evaluation of the primer variable
with RTV-60 and RTV-560.

Lap shear tests of Silastic 881.

Lap shear tests of spot bonding with RTV-580/560.

Lap shear tests: an evaluation of silicone primer
application by spray and brush.

Outgassing tests: vacuum test ofRTV-60s RTV-560

and R T_- 615 in vacuum of le s s than
5 x 10 -_ torr_ for a periof of Z weeks.

Outgassing tests: thermal tests of above materials
and RTV 580/560 at room tempera-
ture through 125°C.

The physical properties of five silicone rubber blends were

determined to obtain information for design criteria. Physical proper-

ties determined were:

Density and hardness

Gel time

Application time

Thermal conductivity

Thermal coefficient of linear expansion

Volume resistivity

Dielectric constant and dissipation factor

Flow test

Z. 6 Wiring and Layouts

Figure 4-75 (Volume 5, Section IV} is a sun side panel of six

paralleled circuits of modules composed of t16 series-connected modules

in each circuit. The entire available area of the panel, 3i. 7 square feet,

was utilized to package required number of 6496 cells. The remaining
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area could be utilized for additional modules if there is a requirement

for additional power.

The aalient features of this layout ar _ as follows: to minimize

magnetic dipole moments, current carrying paths for each circuit were

laid out symetrically about the panel center line. Each current path has

a return wire directly beneath it on the dark side of the panel in which

current flows in an opposite direction.

The effective packing factor achieved (ratio of active silicon to

total array area) is 0.84_-'. Figure 4-76 (Volume 5, Section IV) shows

the wiring layout of the dark side of the panel. The wires (AWG No. 22)

carrying the output of each circuit are run in twisted pairs to reduce the

dipole moment magnetic effects. Two diodes per circuit serve as pro-

tection against open circuits. All wires will be fastened to the panel

using a Thixotropic RTV-560 as a staking compound.

3. ARRAY THERMAL DESIGN

The destailed thermal analysis data for the solar array is presented

in Appendix D. The analysis has shown that the sun oriented body-fixed

array temperature can be maintained within temperature limits of -35

to 65°C, from launch to encounter + 6 months if there is no eclipse of

the sun by Mars. This temperature range applies for the normal range

of _, _F' and _B satisfying the constraint that c/c __0.5. Values used

were:

a = 0.76 to 0.72

= 0.78 to 0.82
F

= 0.68 to 0.88
B

Eclipses will take place, however, during the later phases of the

mission and may occur early in the orbiting mission for certain orbits.

This section is concerned with examining some of the problems associa-

ted with eclipse of the solar array, leading to the choice of materials

best suited to survival at extremely low temperatures.

"This number is determined by dividing the total number of cells

per panel times 3.8 cm 2, by the per-panel area.
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3.1 Thermal Cycling

The assumed nominal orbit is partially described as follows:

Periapsis

Apoapsis

Orbit inclination

to Mars equator

Orbital period

Eccentricity

2,000 km

20,000 km

45 degrees

14.5 hours

0. 628

The eclipse time for this orbit may vary from 0 to 2.3 hours per

orbit. Approximately 150 to 200 orbits with eclipse periods may occur.

The thermal analyses show that low temperature of the order of -160°C

can occur assuming array weight density of 1 ib/ft 2. On the other hand,

the maximum array temperatures anticipated are within the approxi-

mate range of 0 to -35°C for high back emissivity panels during the

latter part of orbiting about Mars. The Voyager specifications require

qualification testing at temperature limits 40°C above the highest

temperature predicted and 30°C below the minimum predicted tempera-

ture. Qualification tests may thus involve low temperature cycling

between the temperature limits of 40C to -190°C, as a worst case.

The ability of solar cell assemblies to successfully survive

thermal cycling has been demonstrated for several temperature regimes

by different spacecraft designers. An industry-wide survey has yielded

the information listed on the following page as representing the most

extensive thermal cycling data available.

The results demonstrated that solar array assemblies have been

qualified over the temperature range of -120 to ilS°C for up to 600

cycles (a sweep from-120 to + I15°C and back to -120°C is one com-

plete cycle). A cycle-limited qualification has been achieved at a low

temperature of -140°C, but insufficient data is available at this time

to establish performance for hundreds of cycles at that temperature.

At temperatures in these regions some problems have occurred with

adhesives and cover glasses. The module design which successfully

survived testing on Nimbus for 1000 cycles from -80 to 60°C failed to
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Tester and Temperature

Program Extreme (°C)

RCA -80 to + 60

Nimbus

R CA Lunar

Orbiter

-1Z0 to + 115

TRW; OGO -140 to +98

JPL;
Mariner C -80 to + 60

No. of

Cycles

I, 000

600

Soak

Test

3

Hughes; -170 to +115 Soak

Surveyor Test

Solar Cell

Configuration
Tested Results

Modules bonded

to substrate

Modules bonded

to substrate

Modules bonded

to substrate

2 per cent

degradation in

current at maxi-

mum power

voltage

Z per cent

degradation

in voltage at
maximum power

point

Negligible

degradation

Modules bonded

to substrate

Shingles bonded
to substrate

Adhesive embrittle-

ment and glass

cracking at low

temperatures.

At high tempera-

ture, 3 per cent

power loss due
to adhesive dis-

coloration.

qualify to the 600 cycle -IZ0 to I15°C requirement on Lunar Orbiter.

Thus, it does not necessarily follow that a specific design which quali-

fies at -120°C will qualify below this temperature. The lack of test

data for temperatures below -IZ0°C means that a phase IB program

should include a thermal cycling program designed to:

1)

z)

Establish a low temperature limit and a

corresponding number of cycles to which

a high probability of success can be

assigned.

Establish by test the low temperature li17ait(s}

beyond the qualification limits at which a

specific array assembly design will fail and

the corresponding number of cycles at which
failure occur s.
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3) Identify failure and degradation mechanisms
and the cause of failure, i.e., the number of

accumulated cycles or the test temperature
limits.

The starting point of such a thermal cycling program should be

designs which successfully qualified in the aforementioned test programs.

3.2 Thermal Characteristics of the Module-to-Substrate Interface

Discussion in this section has been limited to consideration of

the materials and attachment methods successfully utilized for Tiros,

Relay, Nimbus, and Lunar Orbiter solar arrays and their applicability

to the expected Voyager thermal environment (< -150 to + 60°C).

To date, adhesives have been successfully employed for attach-

ment of both modules and shingles to substrates. A typical cross-

section is shown in Figure G-7.

(1) Cover slip

(2) Cover clip/silicon cell adhesive. Epocast 15E, RTV-60Z,

or Sylgard 182; 0.0005 to 0.0025 in. thick

(3) Solar cell

(4) Module/substrate adhesive, FM-9_ RTV-60, or a blend of
RTV-560 andRTV-580; 0.009 to 0 015 in. thick

(5) Dielectric coating, SM -= 6Z/63 or glass cloth impregnated
withSMP 6Z/63; 0.003 in thick

(6) Aluminum alloy skins, 0. 003 to 0. 005 in

(7) Skins/core_ilrn adhesive, FM-1000; 0.025, 0.040, or
0. 060 lb/ft

(8) Aluminum alloy honeycomb, 0.00t in. web thickness.

Figure G-7. Cross-Section of the Module-
to- Sub strate Interface
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Unlike the arrays built in the past, the Voyager must survive

eclipse temperatures which will cause even the best qualified cover

slip and module adhesives to undergo a transition to a hardened glassy)

state.

Arrays which have been required to survive temperatures below

-70°C have generally employed either a methyl (RTV-60) or methyl-

phenyl siloxane (RTV-560 made thixotropic with the addition of RTV-580)

for attachment of solar cell modules to substrates; the former was

used for the Nimbus platforms and the latter to meet the lower tempera-

ture requirement of the Lunar Orbiter platforms (-120°C).

Undesirably large coefficients of expansion are associated with

the silicone rubber family of adhesives (Figure G- 8); however, their

excellent retention of flexibility over an extremely wide temperature

range, low modulus of elasticity, and room tempetature curing capa-

bility make them highly desirable. A multilayered, experimental

thermal stress analysis _',_has shown almost complete isolation between

the module and substrate at temperatures ranging from 90 through

_60°C.

The more recently developed methyl-phenyl group extends the

glassy transition point to approximately - 120°C. Figures G-9 through

G-13 illustrate this transition for RTV-560. Below -140°C, the adhesive

lacks flexibility and has a hardness comparable to a rigid epoxy system.

Operation in this low temperature regime will probably require extensive

testing, and possibly modification or redesign of the basic cross-

section. For example, one of the alternate methods would be to reduce

the adhesive area in contact with the substrate and cell by using small

multipad adhesive attachments, rather than a large single pad. To

predict what temperature failures in either the solar module or adhesive

occur is an extremely complicated problem. Not only must a five-layer

model be analyzed, but two adhesive layers have visco-elastic properties

which are not defined.

RCA Comsat Phase I Final Report, M. E. No. 81, AED C-2276,

Section II, Thermal Stress Analysis of Solar Cell/Adhesive/Quartz

Composite, March 1965
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It has been reported _:_that RTV-731 has been utilized for the

bonding of solar shingles to substrates and tested at -i87°C, however,

the array was required to survive only a few cycles. RTV-731 may have

to be vacuum cleaned for several days at relatively high temperatures

to remove sublimable products. Based on only limited test data, it may

not possess the low temperature capability of the methyl-phenyl family.

3.3 Diode Packaging

The blocking diode selected for the solar cell panels is a silicon

power rectifier, 12A - Type JAN IN1202. It is a rugged stud mounted

semiconductor qualified for space application. Two diodes will be used

for each 116 series string of cell modules, mounted on a dielectric

angle support to which a parallel electrical connection using copper

foil has been bonded to the dielectric. Although the military specifica-

tion rating indicates a minimum operating temperature of -65°C, tests

at -120°C have not uncovered any failures.

3.4 Honeycomb Substrate Adhesive

There is general agreement¢_ _ that the nylon filled, epoxy-polyamine

and polyurethane adhesives are the best for cryogenic temperatures;

however, both show gross deterioration of mechanical strength (e.g.

tensile shear strengths _ i000 psi) at temperatures above 125°F.

FM-1000 has superior room temperature properties and a tensile shear

strength in excess of 2,000 psi even after long term aging and testing

at 250°F. FM-1000 is a well known thermosetting, nylon-epoxy adhesive

manufactured by the Bloomingdale Rubber Company. It has been

successfully used for Relay and Nimbus, and has been chosen for Lunar

Surveyor Progress Report issued by the Jet Propulsion Laboratory

for the period April i, 1963 through May 31, 1963

_'Evaluation of Structural Adhesives for Potential Cryogenic Usage, "

Paper presented by Luther Roseland Douglas Aircraft Company,

May 1964,

"Adhesives for Cryogenic Application_ " Paper presented by B Smith

and E Susman, Narmco Research and Development Division.
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Orbiter after an extensive materials evaluation program. The latter

test program has shown no deterioration of the bond after 50 thermal

cycles between 120 and -120°C.

Honeycomb samples constructed of 0. 010 inch titanium facings,

aluminum core with 0. 004 inch web, and adhesive HT-424 (a phenolic

epoxy on a glass cloth carrier), have been successfully fabricated and

tested at extremely low temperatures. There was no deterioration of

the substrates following 25 thermal cycles from liquid argon at -185 to

+ 40°C.

A back-up material proposed is AF-300, a nitrile rubber-phenolic

epoxy manufactured by Minnesota Mining and Manufacturing Company.

This adhesive is reported superior to the FM-1000 at cryogenic tempera-

tures as an adhesive but its mechanical properties are inferior to

FM-1000 in the range of 120 through -120°C.

3.5 Cover Glass Adhesive

Sylgard 182, RTV-602, and Furane Epocast 253 (formerly 15E)

were used to bond covers on solar cell modules mounted on qualifica-

tion boards. The boards were subjected to 600 thermal vacuum cycles

between +120 and -120°C.

The tests showed that the Furane 15E is more likely to cause

cracked cover glass thanRTV 602. The Sylgard 182 produced no

cracked cover glass, but the smaller sample size precluded an exact

comparison to the other adhesives. The performance of the Sylgard

182 and RTV 60Z should be similar, however, because both belong

to the same family of methyl siloxanes, have practically the same

coefficient of expansion, and the same crystallization temperatures

(-90°C) (See Figure G-14).

The occurance of failures using Sylgard i82 will be largely

dependent on the cover glass thickness and the extent of the low tempera-

ture requirement because at -lZ6°C Sylgard becomes a glass (Figure

G-14). This is an area which is likely to require extensive develop-

mental te sting.
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APPENDIX J

BIPROPELLANT AND MONOPROPELLANT
FEED SYSTEM CONFIGURATION STUDIES

I. BIPROPELLANT FEED SUBSYSTEM

I. I Summary

In the study of the bipropellant supply for the Voyager spacecraft,

as used in Configuration B, the supply system was subdivided, by

function, into five sections: I) pressurant supply (for pressurization

of the propellant tanks), 2) pressurant control (for shutoff of the pres-

surization between engine firings), 3) pressure regulation, 4) pressurant

distribution, and 5) propellant tankage/expulsion. Each of these sub-

divisions was then studied to determine the possible design alternatives,

considering interactions with the other elements. These alternatives

were then analyzed to determine their application to the Voyager re-

quirements. Several design alternatives were thus eliminated from

detailed consideration. From the alternatives a simplified baseline

configuration was selected, and the other design approaches in each of

the five functional sections were traded with the baseline on the basis

of weight, reliability, and development status (for Voyager conditions).

The resulting augmented configuration was then studied to assure that

possible interactions between the sele cted functional- section de signs

did not adversely influence the result. The reliability studies indicate

small differences between the various supply system combinations with

reliability figures generally exceeding 0.99. This, in combination with

small corresponding weight differences, resulted in a configuration

selection based primarily on component development and experience

status for Voyager conditions.

The selected bipropellant supply system utilizes ambient tempera-

ture, helium gas as the pressurant, parallel-series quadruple solenoid

valves as the pressurant control, a regulator backed up by a pressure-

switch-controlled normally open solenoid valve for pressure regulation,

rubber bladder expulsion for the fuel, and a start-tank type of bellows

expulsion for the oxidizer.
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i. 2 Alternate Designs, Description, and Tradeoffs

Several design approaches to pressurization supply and control

and to propellant expulsion and feed were studied. A schematic

diagram of the baseline design is shown in Figure J-l. As indicated in

the figure, the design was divided, by function, into four sections:

(F) pressurant supply, (G) pressurant control, (H) pressure regulation,

and (J) pressurant distribution. The alternate approaches for each

section are shown in Figures J-g through J-10.

I. Z. 1 Gross Tradeoffs and Configuration Selection

Several approaches were eliminated prior to selection of a base-

line configuration and are not shown in the Figures. Each had at [east

one inherent disqualifying limitation.
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Figure J-i. Propellant Baseline Configuration
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a. Pre ssurant Supply

Helium and nitrogen ambient temperature gases were studied

as a pressurant supply. Helium gas was selected over nitrogen due to

a weight saving of 24 pounds. Although the helium is more difficult to

contain (to prevent leakage), investigation showed (see Section I. 2. la)

that the total helium leakage would be negligible. Independent fuel

and oxidizer pressurization method was not selected for several reasons.

Weight and space requirements would increase considerably. Regulator

operating-pressure tolerances would cause a variation in engine-mixture

ratio and thus increase the unusable propellants. The reliability would

decrease unless the two pressurant sources had an interconnect which

could be opened in the event of a failure on either side. If the inter-

connect were used, then the only advantage obtained from complete

separation of the fuel and oxidizer pressurization source, elimination

of any possibility of the two propellant vapors mixing, would be violated.

One possible weight saving (approximately I0. 5 pounds)

investigated was the use of an umbilical and a quick disconnect to

pressurize the pressurant bottle immediately prior to launch. This

would remove the hazard-to-personnel restriction placed on the pres-

sure containers. This approach was rejected because the use of a quick

disconnect is less desirable than hand-closed valves, from a reliability

aspect. Hand valves can also be leak checked after pressurization.

b. Oxidizer Tankage/Expulsion

PPI.. .... "1- "t .¢ ........ 1 _ • _ s •

_,_ ,._,u,u_L_ _xpu1_un tecnnlques for the oxidizer inciude:

collapsing teflon bladders, reversing metal diaphragms, complete

expulsion by collapsing metal bellows, and partial start-tank type

expulsion by small expanding metal bellows inside spherical tanks.

Orientation of both propellants using ullage rockets or surface tension

devices was also considered.

Spherical tankage with teflon bladder expulsion saves ;'2

pounds over the selected tankage configuration, yielding the lowest

weight of any tankage system considered. Teflon is compatible with
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N204, but it is permeable to NzO4 vapors. This adverse characteristic
must be overcome with upstream shutoff valving which adds to the

complexity of the over-all system and eliminates a small part (about

2 pounds) of the weight saving. In addition, the teflon is permeable to

the helium used as a pressurant. This could result in helium gas

becoming mixed with the propellant. Attempts are being made to
construct bladders made with metal teflon laminates, but these

attempts are in an early stage of development. The confidence that
such a method would be ready in time for Voyager is low, especially

if recycling capability is desired. Therefore, the teflon bladder is

considered unsatisfactory for long term storage of NzO4.

Spherical tankage without expulsion, utilizing small solid-

rocket motors for ullaging thrust is also lighter than the selected design.

However, to give confidence in propellant settling, the firing duration

and thrust required from the ullage rockets yields a total impulse re-

presenting several feet per second. This total impulse, in combination

with the minimum impulse bit from the bipropellant engine, exceeds the
minimum commandable velocity set forth in the Mission Specification.

Cylindrical tankage with stainless steel bellows positive

expulsion gives the highest confidence level of any tankage system

considered. This approach will be used on the Saturn S-IVB/IB

auxiliary propulsion system (APS) and has been successful in opera-

tional testing. However, it weighs 120 pounds more than the selected

bipropellant design. This weight increase is sufficient to render the

performance of this design alternate inferior to any other considered.

The conclusion reached after investigation into compatible

bladder materials (teflon compounds) was that only all-metal tankage

would meet the operational requirements for the Voyager mission.

Reversing metal diaphragms were therefore considered for expulsion.

As with the teflon-metal laminates, metal diaphragms are at a compara-

tively early stage in their development and are not recycleable. It is

desirable that the design be recycleable, both for checkout and for

ground tests. The confidence that reliable recycleable reversing metal
diaphragms will be available for Voyager is low. The metal diaphragm
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would save little if any weight over the selected partial bellows expul-

sion. Finally, the possibility that the positive-expulsion bellows could

be manufactured of titanium was considered. Investigation showed that

the basic advantage of titanium over stainless steel, namely lower

density, is more than offset by its drawbacks, which are the reduced

modulus of elasticity, lower experience level, and possible impact

sensitivity with N204. Present experience indicates that a titanium

bellows has less than 10 per cent of the cycle life of an equivalent stain-

less steel bellows.

c. Pressurant Control and Resulation

A pressurant control and regulation method that is simpler

than the baseline system was considered. This method utilizes a pres-

sure regulator to perform both shutoff and pressure regulation functions,

however, and it was eliminated because of lack of confidence that a gas-

pressure regulator could reliably meet shutoff sealing requirements

with helium gas after intermittent operation over a period of 9 months.

Also, the propellant tanks become pressurized whenever there is

pressurant gas on board. Thus, the propellant tanks would have to meet

the hazard-to-personnel requirements for pressure vessels, with a

resultant increase in subsystem dry weight.

In performing the tradeoffs leading to selection of an aug-

mented configuration, careful consideration was given to the prevention

of catastrophic malfunction of the bipropellant engine due to propellant

._l]nnlv sllhsy._tp.rn m_lf_me_t_on. On_ r_thnd nf _nrr_.q_ne v_l_h_l_t_r
,I.- .L -- J ................................................. _ ...... .... •

through redundancy of the pressurant control squib valve arrangement

is to add an extra bank of squib valves. Then if one of the banks fails to

operate, the required number of starts would still be available. However,

this method cannot be used with a bipropellant engine. After the first

start, the propellant tanks are pressurized and any initially closed

valve failure could result in catastrophic failure to the engine as it

would be difficult to detect the control valve failure in time to shut off

the engine. If the control valve failed to open, the propellant supply

would operate in a blowdown mode off the ullage volume, and with a
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small ullage volume the pressure would drop rapidly. Abipropellant

engine could go unstable to the point of destruction. Backup ground

control signals cannot be employed with the bipropellant system to

correct for failures to provide the propellants at safe operating

pressures.

1.2. Z Evaluation and Tradeoff

a. Pre ssurant Supply

The alternate shown in Figure J-Z utilizes the heat generated

by the firing of a small solid charge within each pressurant bottle

to achieve significantly more complete use of the gas in the pressurant

storage spheres. When the bottle pressure decays to some predeter-

mined level at a time well into the retrofire sequence, the solid charge

would be fired by a signal from the pressure switches to raise the gas

remaining in the sphere back to the initial pressure of 3000 psi. Thus,

a greater percentage of the mass of the gas can be blown down from

the sphere. This allows use of less total gas than the ambient baseline

configuration, resulting in a weight decrease of 6Z. 6 pounds. This

decrease in weight must be purchased at the cost of decreased system

reliability, higher development risk, longer development time, and

increased system complexity. The proper operation of the pressure

switches, correct sizing of the charge, detailed analysis of heat transfer

and expansion characteristics of gas and storage sphere, protection

against inadvertent ignition of the charge, all become critical deter-

minants for the achievement of mission success. If propulsion system

performance without the alternate of J-2 were marginal due to excess

weight, it would be a good approach. None of the aforementioned

problems is prohibitively difficult. However, since propulsion system

performance is not marginal, these impediments to the development

of a reliable propulsion subsystem were not considered justified.

,_- Figure J-Z
I I

l ,4®Do I _ I Solid Gas Generator

[--_ --_-L_' ___ Pressurization Alternate
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b. Pressurant Control

The alternate shown in Figure J-3 replaces the single solenoid

valve used in the baseline with individual banks of explosive squib valves

for each start. Flow is initiated by opening the initially closed valve

and stopped by firing the initially open valve. This agrees with the

Mariner 4 approach, except that a five-start capability has replaced the

two-start Mariner 4 system (four starts for midcourse correction and

one for orbit injection). The squib valves possess superior sealing

qualities because of their intimate metal contact. This makes them

immune to common valve problems such as seat erosion, seal cold

flow or deformation, wear, and contamination. The squib valves do

not require onboard filtration of their working media. Final shutoff

of the pressure sphere by a squib valve is positive and complete for

practically an unlimited time. This feature is desirable from the

standpoint of orbit duration without planet contamination. Gas would

not bleed down from the pressurant tank, over-pressurize the pro-

pellant tank, and burst it. The weight penalty for this change (0. 5 pound)

is minimal. However, the reliability and flexibility, are considerably

less than the selected configuration.

Figure J-3

Conventional Explosive
Pressurant Control Alternate

Alternate of Figure J-4 represents a variation of alternate

J-3 and adds complete redundancy to the squib valve banks for the fail-

to-fire mode of failure only. This scheme does not offer protection

against the premature-firing mode of failure. Based on the assumption

that a stray signal powerful enough to fire any of the squib valves could

fire others in the immediate vicinity, there is no point in achieving
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theoretical redundancy in order to protect against the premature firing-
mode of failure. For this reason, and because the valves are shielded

against radio frequency interference, no design schemes for this type

of redundancy are presented. The increase in reliability associated
with alternate J-4 over the J-3 is probably not justified when the added

complexity is taken into account the weight penalty for this change is

Z. 5 pounds.

Figure J-4

Redundant Explosive Valve
Pressurant Control Alternate

The alternate shown in Figure J-5 adds three normally closed
solenoid valves to the baseline valve to achieve redundancy by a series-

parallel quad valve arrangement. This method is attractive because

of its high reliability and flexibility. It offers the capability for multiple

orbit trims until propellant is exhausted. The ready availability and

long experience record of I/4-inch helium solenoid valves implies low

development risk. These advantages (reliability, complete redundancy,

and flexibility) were considered to justify the increased complexity and

added weight (3. 3 pounds). Therefore, this design was selected for

the augmented configuration.

½

NC

rNC

NC

Figure J-5

Quadrant Solenoid

Valve Pressurant

Control Alternate
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c. Pressure Re _ulation

The alternate shown in Figure J-6 replaces the single

pressure regulator with a quadredundant parallel-series arrangement

of the four regulators. This arrangement gives protection against fail-

open, fail-closed, or excessive-leakage modes of failure for any single

regulator. In addition, this arrangement protects against two failures

caused by excessive leakage or fail-open for any combination except

two regulators in the same bank. The number beside each regulator

indicates its nominal outlet pressure. Each regulator is assumed to

have an operating tolerance of + 10 psi, which results in a regulator

group operating band of + 30 psi. The narrow tolerance of + I0 psi is
m

somewhat optimistic. A more conservative estimate of + 15 psi would

raise the possible operating band of the regulator group from + 30 psi

to a less desirable + 45 psi.

(o)

1o

(c)

(d)

190

Figure J-6

Quadrant Pressure

Regulator Alternate
?30

©
Under norrnal operating conditions of Zl0 psia, unit (a)

provides the pressure regulation. Unit (b) remains open, unit ,1,lu)

closes as the tank pressure reaches 190 psia. Failure of unit (a) to

open shifts the regulation to unit (d) which maintains tank pressure at

190 psia. Failure of (a) to close activates unit (b), which maintains

tank pressure at Z30 psia. This method has been developed for Apollo

but not flight proven, or tested for Voyager conditions which require

intermittent operation over a several-month period. This arrangement

is the most complex and heaviest of any configuration studied. Aithough

the calculated reliability is high, the above drawbacks caused its

elimination in favor of the selected design. The weight penalty for

this system is 7. 9 pounds.
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The alternate of Figure J-7 adds a normally open, pressure-

switch-actuated, solenoid valve to the baseline single regulator. If the

regulator outlet pressure exceeds the upper tolerance, a pressure

switch picks up and initiates closure of the solenoid valve. As the

pressure then drops below the drop-out setting of the switch, the valve

closure circuit is opened, causing it to reopen. A signal initiated

through both switches is required to close the solenoid valve; either

switch dropping out will allow the valve to open. Existing Mariner

technology has proven the reliability of the single regulator system

of pressure control. However, the single regulator provides no safe-

guard against possible excessive seat leakage, which industry experience

has shown to be the most likely mode of failure.

IOlJ

,o

NC ---6--------7

I
-t

230 PU I

J

Figure J-7

Series Pneumatic

Pressure

Addition of the normally-open solenoid valve protects against

this failure mode, and also against the fail-open mode. The low

probability that the normally open solenoid valve would fail in the

closed position imposes little degradation of system reliability for

this mode of failure. The fail-closed mode is considered least likely

of all failure modes of the regulator. The pressure switches which

actuate the valve are protected against their most likely mode of failure,

that is, failure to drop out. Either switch dropping out interrupts the

signal, allowing the solenoid valve to open. Both must pick up to close

the valve, thereby protecting against inadvertent closure. This

technique proved successful on the Saturn S-IV vehicle, and is being

utilized on the Saturn S-IVB vehicle and auxiliary propulsion system.
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The alternate of /I-7 was selected because it is a proven technique for

increasing reliability with minimal penalty in weight and complexity.

The weight increase over the baseline configuration is I. 9 pounds. The

small calculated reliability increase is felt to be conservative as a result

of inadequate data. The data is historical and is not divided according

to regulator design type. The alternate of /1-7 was designed to take

advantage of a specific regulator type whose prime mode of failure is

in the open position. Also, the reliability calculations did not differentiate

between failure in the "pick up" versus the Wdrop out" positions of the

pressure switches. Experience indicates that failure to "drop out u is

the prime failure mode for the specific pressure switch design.

The alternate of Figure /1-8 adds a second bank, incorporating

a regulator and a normally-closed solenoid valve, to alternate of /1-7.

This system gives complete redundancy for any mode of failure of a

single component. Should the primary regulator, in the right bank,

fail to open, the plenum pressure would decay until the low-pressure

switch is actuated. The switch signals the normally closed solenoid

valve to open and the backup regulator goes into operation. In the event

of a primary regulator failure-to-close, the resultant pressure rise in

the plenum would activate the high-pressure switch which signals the

normally open solenoid valve to close. The subsequent decay in plenum

pressure activates the backup system as previously described. Thus,

a failure of the primary regulator in either open or closed mode causes

the flow to shift to the parallel backup system. A similar system is

used on the auxiliary propulsion system of the S-IVB vehicle. The

increase in calculated reliability it provides over the selected con-

figuration cannot be justified by its increased complexity. The weight

increase of this system over the baseline is 5.5 pounds.

Possible combinations of control valve and pressure regula-

tion alternates were compared. None of the combinations resulted in

a more nearly optimum system than the alternates already selected

on an individual basis.
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Series Pneumatic
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d. Pressurant Distribution

The alternate shown in Figure J-9 replaces the baseline

check valves with quadredundant check valves. Thus, in the event of a

failure of the initially-open explosive-squib valve, a backup seal is

provided to prevent N204 entry into the pressurization system after

retrofire. However, no existing check valve will prevent leakage of

NZ© 4 vapors past its seal indefinitely. Thus, the best that can be

expected of a quad-check valve is a time delay as far as the eventual

passage of NzO 4 vapors. Once past the check valves, and assuming a

squib valve malfunction (which is improbable}, the N204 vapors have an

open path to the butyl-rubber bladder and the MMH residual. Also,

the inherent reliability of the explosive-squib valve is higher than the

quad-check valve from a leakage standpoint and this alternate does not

appear worthwhile. The weight increase over baseline is 3. 2 pounds.

-I

Figure J-9

Quadredundant Ghe ck

Valve Propulsion
Task Isolation Alternate

The alternate of Figure J-10 adds a second initially-open

explosive-squib valve in series with the baseline-squib valve. This
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gives protection against a fail-to-fire failure mode. However, the

reliability of the single valve is high enough so that this addition is not

required. The weight increase of this change is 0. 5 pound.

E

IO IO

l 1 1
I. Z. 3 Reliability and Weight Summary

Figure J-10

Series Explosive Valve

Propulsion Tank Isolation Alternate

Table J-I presents the detailed weight increments for the various

alternates that were considered. These figures are plotted in Figure

J-Ii to show the reliability improvements as a function of weight.

Table J-1. Changes in Weight and Reliability Resulting From

Alterations of Baseline Configuration (B-Z)

Figure J- 11 Bipropellant Feed System

Reference Numbers Alternate Weight Change (lb)

Figure J-Z -62. 6

Figure J-3 +1.0

Figure J-4 +3. 5

Figure J-5 +3, 3

Figure J-6 +7, 9

Figure J-7 +i. 9

Figure J-8 +5. 5

Figure J-9 +3. 2

Figure J-10 +0. 2

Figures J-3 and J-6 +8, 9

Figures J-3 and J-7 +2. 9

Figures J-3 and J-8 +6. 5

Figures J-4 and J-6 +ll,4

Figures J-4 and J-7 +5.4

Figures J-4 and J-8 +9. 0

Figures J-5 and J-6 +ll. Z

Figures J-5 and J-7 +5.2

Figures J-5 and J-8 +8. 8
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i. 3 Bipropellant Feed System Design

The selected bipropellant feed system for vehicle Configuration

B is shown in Figure J-12. The weight associated with this system is

itemized in Section VII of Volume 5. The performance and design of

the system is described below.
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I. 3. 1 Sizin G Analysis

a. Pressurant Supply

Helium stored at 3000 psia was selected to pressurize the

fuel and oxidizer tanks. The amount of helium required to complete

propellant expulsion was determined from an equation relating tank

volume and pressure with pressurant properties and storage conditions

(see Appendix C). A gas expansion process midway between adiabatic

and isothermal was assumed based on the transfer of sensible heat

from the storage bottles, lines and components, and propellant tanks.

The spacecraft thermal control subsystem will restore the system to

nominal operating temperature between midcourse maneuvers and the

relatively low pressurant flow rate during operation aids in the efficient

extraction of this heat. Conversion of thermal energy to perform

expulsion work and pressurant residuals were accounted for in the

calculations. A propellant tank pressure of 210 psia was assumed,

allowing 10 psi for flow losses and pressure drop across the positive

displacement device.

Based on a propellant loading of Z900 pounds at an oxidizer/

fuel ratio of i. 65 (equal volume), a required helium weight of 9. 3 pounds

was determined. A helium leakage rate analysis was conducted to

determine the required pressurant reserve. To establish a worst-case

model, a leakage rate of 1 x 10 -4 standard cubic cm, (scc)/min was

assumed for each of 33 possible leak points at operating pressure. This

rate corresponds to the maximum capability of the simplest leak

detection technique, bubble fluid. The analysis revealed a leakage rate
-4

on the order of 6 x 10 ib/year. A 0.7 pound weight allocation for

leakage increases the total helium weight to 10 pounds and provides

more than adequate reserve for leakage. Eight of the joints in the

pressurization system are separable a_d use the NASA developed MC-

type flared-tube fittings. These fittings are capable of holding leakage
-5

to 5 x i0 scc/min. The remainder of the joints will be sealed by in-

place welding. Further reduction of helium leakage could be accom-

plished through inspection of the welded joints by mass spectrometer.

Leakage from a properly welded joint can be held to less than I x 10 -8

scc/min.
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Two helium spheres, 20.50 inches in diameter, will contain

the 10 pounds of helium at 3000 psia and 70°F. The bottle wall thickness

was designed for 3300 psia in conjunction with the appropriate safety

factors to allow for pressurant temperature rise to l l0°F.

b. Pressurization Control

The helium flow rate requirements are relatively low and

analysis shows that 1/4-inch pressure lines may be used without

inducing excessive pressure loss. A system pressure drop of 28.3 psi

between supply and tankage was calculated. Calculations are given in

the Appendix C. The major advantage in using 1/4-inch line is the

high development level of components of this size. Many fully qualified

valves, filters, regulators, etc., are available as off-the-shelf items.

The small weight advantage which could be obtained by going to a

smaller diameter would be more than offset by the increased fabrica-

tion and development difficulties. The application of in-place welding

techniques to the smaller lines would be more difficult and the possi-

bility of crimping, kinking, and other types of handling damage would

be increased. Based upon these considerations, the pressurization

control system design was based on a nominal 1/4-inch line size.

A plenum chamber is placed downstream of the pressure

regulator. Under normal operating conditions the plenum serves to

damp out pressure surges which otherwise would cause the regulator

to close immediately after opening. Rapid cycling of this nature,

known as chatter, can damage the regulator. A plenum volume of
3

200 in. was selected as sufficient volume to perform the damping

function. More accurate analysis requires knowledge of the character-

istics of the specific regulator chosen. The final volume will be

selected after breadboard testing of the pressurization subsystem.

c. Propellant Tankage/Expulsion

The propellant mixture ratio of 1.65 to 1 was selected on the

basis of equal volume tankage. The tank volumes were determined by

the propellant volume at the maximum spacecraft temperature. A
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temperature range of 40 ° to 90°F is to be maintained by the thermal

control subsystem. Four spherical tanks, two oxidizer and two fuel,

will contain the propellants. A sphere volume of i0. 5 ft3 (3Z. 6-inch

diameter) will provide an ullage volume of about 0. 5 ft3 per tank, which

will serve as a pressurant plenum and will allow for additional pro-

pellant expansion should the temperature exceed 90°F.

Positive displacement of the oxidizer (N204) is provided

throughout the midcourse maneuver operations and for sufficient

duration at the beginning of orbit injection t¢ _chieve full thrust, thus

ensuring orientation of the propellants at the tank outlet. Oxidizer

displacement is provided by an expanding-metal bellows mounted at the

top of each oxidizer tank. The bellows are initially in a partially

extended condition, to allow for propellant expansion due to tempera-

ture changes, and are internally pressurized for propellant expulsion.

The total internal volume of the bellows in its fully expanded position

is adequate to compensate for changes in oxidizer volume due to

temperature changes, to provide positive expulsion for all midcourse

maneuvers, for engine start, during retrofire sequence, and to provide

for an ullage space.

Positive displacement expulsion of the oxidizer is terminated

just prior to full bellows extension, at which time the pressurant force

is applied directly to the propellant surface.

Positive displacement of the fuel (MMI-I) is provided for the

entire mission duration by a butyl-rubber bladder which contains the

fuel. The 0. 5 ft3 of ullage volume, in each tank, at 90°F, will be

provided for by a clearance between tank wall and bladder. Elasticity

of the rubber bladders allows for expansion and contraction of the fuel.

d. Propellant Feed Lines

Both fuel and oxidizer feed lines were established at a

nominal 1.0 inch diameter. Calculations were made to determine the

pressure loss due to line length, flow restrictions, such as bends and

bellows joints, and start loss due to acceleration of the propellants.
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Because of the juxtaposition of the engine and propellant tanks, the

elevation of the engine inlet is approximately 3 feet above the tank

outlet. The maximum resultant pressure loss, occurring at the end of

retrothrust, is less than I. 0 psi due to the relatively low thrust-to-

weight ratio. Maximum total pressure losses were determined to be

2.4 and 3.95 psi for the fuel and oxidizer feed lines, respectively.

I. 3.2 Material Selection

a. Pressurant SuppIy

Annealed Ti-6AI-4V is used for the helium pressurant

storage spheres, which will be pressurized in the presence of per-

sonnel. Tubing used in the pressurization subsystem is fabricated

entirely from 6061-T6 aluminum to facilitate in-place welding

technique s.

b. Pressurant Control and Regulation

All pressurization subsystem components, including the

plenum chamber, are manufactured using 6061-T6 aluminum. Alloys

other than 6061-T6 might be utilized for certain internal portions of

the component wherever warranted by the specific design. Seals and

seats would be teflon compounds throughout.

c. Propellant Tankage /Expuls ion

Heat-treated Ti-6AI-4V is used for the four equal-volume

propellant tanks. Pressurization of these tanks in the presence of

personnel will not be allowed. The fuel tanks employ butyl-rubber

expulsion bladders and 300-series stainless-steel internal fill-feed

lines. The oxidizer tanks employ 3Zl-series stainless-steel positive

expulsion bellows and Ti-6AI-4V internal fill-feed lines.

d. Propellant Feed Lines

The propellant feed lines are fabricated from 300-series

stainless steels. The convoluted flexible portion is 321 series, while

the wire braid, flanges, elbows, etc., are made from stainless alloys

within the 300 series. The seals utilized at the inlet and outlet of both

the propellant feed ducts are manufactured from ll00-series aluminum

alloy.
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I. 3. 3 Components

In-place welding techniques are utilized for joining all pressuri-

zation components into a single module. The propulsion module is

installed, and ff required, removed or replaced as a unit.

The teflon compounds used for component seals and seats are

contained entirely within the pressurization subsystem. No portion of

any teflon seal or seat is subject to outgassing due to exposure to the

hard vacuum of space. The elimination of relief valves from the flight

pressurization subsystem removed the last component which might

experience this difficulty. It is possible to design around this difficulty,

but it is not required and would only reduce the confidence level in

satisfactory operation of the first flight.

The system is designed to operate and perform all intended

functions over a temperature range of 40 ° to 90°F. The pressurant

spheres are designed to take the overpressure resulting from reduced

gas density due to a temperature increase to ll0°F subsequent to

loading. Thus, the nominal working pressure is 3000 psi and the

maximum 3300 psi.

Preliminary tank diameters selected for weight and strength

calculations were 34 inches maximum, including ullage volume.

Detailed propulsion tank volume requirements resulted in tank dia-

meters less than 33 inches. Since the monopropellant-solid engine

combination was selected as the favored approach, the weight and

strength calculations were not repeated for the smaller diameter. A

reduction of approximately 3 per cent in wall thickness and tank weight

would result from the use of the smaller diameter.

a. Pressurization Supply

The pressurant gas is stored in two spherical high-pressure

vessels. Loading with helium gas is accomplished through a manually

operated fill valve of the type used on Mariner 4. Immediately up-

stream of this valve is the OSE-spacecraft interface, consisting of a

simple pneumatic tubing connection which is separated, capped, and

sealed subsequent to loading and closing of the manual fill valve.
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The remainder of the pressurization supply subsystem

consists of a I0_ filter and four solenoid valves. The filter prevents

impingement and subsequent imbedding on the solenoid valve seats of

particles large enough to cause seat damage. The solenoid valves are

of the normally-closed type arranged in series-parallel combination.

b. Pressurization Control

The pressurization control subsystem consists of a preset

pressure regulator, a solenoid valve, two pressure switches, and a

plenum chamber. The choice of regulator design is based on selection

of the failed-closed condition as the least likely mode of failure. The

upstream quad-solenoid valves provide a backup for an excessive

seat-leakage mode of failure in the regulator. This is the most likely

mode of regulator failure. Unless combined with the complete failure

of at least one more pressurization system component, this mode of

failure does not affect system performance. The solenoid valve,

located downstream of the regulator, is of the normally open type.

Thus, the least likely mode of failure of the solenoid valve will be

failed-closed. The solenoid valve is controlled by the two pressure

switches located at the outlet of the plenum chamber. Settings of the

switches are the same for both: 5 psi above the maximum normal

regulator outlet pressure. Both switches are required to pickup in

order to actuate the solenoid valve closed. Either switch dropping-out

would interrupt the signal, allowing the valve to open. This arrange-

ment protects against the failure of a pressure switch to dropout.

Although failure to dropout is an infrequent, random type of failure,

it is the most likely mode of failure. In the case of a failed-open

regulator, the solenoid-plenum chamber-pressure switch combination

operates in a cycling or bang-bang mode, thus performing as a backup

regulator. The plenum chamber and ullage volume is large enough to

minimize the number of close-open-close cycles experience by the

valve. The plenum chamber also prevents regulator chatter and the

possible premature blowout of the burst disc due to pressure surges.

J-21



c. Pressurization Distribution

The pressurization distribution subsystem consists of a flow

divider and burst disc immediately downstream of the plenum chamber,

an explosive squib valve, check valve, and a manually operated valve

in the line leading to the NzO 4 tanks. It also includes a check valve

and manually operated valve in the line leading to the MMH tanks.

Pressurization gas flow is divided once more immediately downstream

of each check valve to pressurize each of the four tanks. The explosive

squib valve is of the initially-open type. It is actuated to the closed

position at the completion of system operational requirements to ensure

isolation of the residual N204 vapors and liquid. The squibs used to

fire the explosive valves are of the dual-bridgewire design. The check

valves serve to prevent propellant mixing in the event of bladder leak

in the fuel tanks or a bellows leak in the oxidizer tanks.

With the bipropellant system, orbit trim capability, as

discussed in Section d, exists only for a fixed relatively short

period of time after the conclusion of the retrofire sequence. At this

time the expulsion bellows no longer separates the ullage gas from the

remaining propellants. This is because the check valve in the N204

pressurization system can only delay, but cannot prevent, passage

of dangerous amounts of N204 vapor. Hence, the orbit trim must be

performed prior to the time the explosive squib valve (which isolates

the N204 residual) must be fired to ensure the safety of the orbiting

spacecraft.

The gas side of the positive-expulsion unit must be pressure

controlled during loading. The manually operated valves, located

downstream of the check valves, lead to vent and relief valves supplied

as part of the OSE. The lines leading to the OSE are capped and sealed

subsequent to loading of the tanks and closing the manually operated

valves. The burst disc installed directly downstream of the plenum

chamber serves to prevent destruction of the entire spacecraft in the

event of catastrophic propulsion system overpressurization.
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d. Propellant Tankage/Expulsion

The two titanium fuel tanks provide complete positive

expulsion for the MlVIH using a butyl-rubber bladder located in each

tank. A perforated tube extends from the outlet and up the centerline

of each tank. These tubes ensure that unsymmetrical collapse of the

bladder will not result in interrupted propellant flow. This expulsion

technique is well developed and entirely within the state of the art.

The tanks are spherical in shape, with bosses for pressurization-line

and feed-line connection. The two titanium oxidizer tanks include

provision for partial positive expulsion for the N204. Expulsion is

accomplished by the expansion of a cylindrical stainless steel positive

expulsion bellows within the tank. The expansion is produced by

helium gas furnished to the internal volume of the bellows by the

pressurization system. A layout of the tank and expulsion is shown

in Figure J-13. During the retrofire sequence, after the engine builds

up to full thrust, the bellows reaches its full extension. As the full

extension position is reached, a plug in the movable dome snaps out,

thereby allowing the helium gas to pressurize the N204 directly. Plug

removal is accomplished by a stainless-steelwire, attached to the

tank dome, which stretches tight as the bellows approaches its fully

extended position. The positive expulsion will be recycleable in that

the plug could be reinserted upon removal of the tank. For the remain-

der of the retrofire sequence the oxidizer feed system is converted to

straight pressure-fed with ullaging thrust provided by the main engine.

spherical tank, will be sealed against the tank wall with the nickel-

gold-palladium braze found to be successful joining material for

titanium-to-stainless-steel joints. The braze would be subjected to

minimal stress levels, being a nonstructural joint. Oxidizer required

for a possible orbit trim maneuver will be trapped by surface tension

effects between a series of 5_, dutch twilled weave, wire screens

located at the inlet of the internal feed line. Bosses for connection

to the engine feed line, pressurization line, and recirculation-

propellant-loading valve are provided on the tank.
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Figure 3-13. N204 Tank Cross Section

e. Propellant Feed Lines

The propellant feed ducts have motion capability requirements

arising from the movement capability of the engine. These motion

capability requirements are satisfied by convoluted segments of wire-

braided flexible metal hose. Each propellant feed line is comprised of

two inlet flanges, one to connect to each of the two propellant tank outlets;

two flex hose segments; a common line between the flex sections with a

single line leading to the engine; and the single flange which connects to

the engine.
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The mechanical joints in the N204 feed line are sealed with

the Titan II-type bolted-flange connection which uses the l l00-series

aluminum seal.

Immediately upstream of the engine oxidizer inlet flange in

the propellant feed line lies the port leading into the feed line from the

oxidizer fill valve. It is positioned as close as possible to the engine

flange and engine valves to minimize possibility of gas entrapment

during filling. Manually operated fill and recirculation valves of the

ball-seal-lapped-seat type are utilized in the fill system. The loading

procedure requires use of a recirculation valve to preclude gas entrap-

ment. The technique of loading involves a thorough purge with helium

and then with NZO 4 vapors. At the conclusion of the N204 vapor purge,

NzO 4 liquid flow is introduced and recirculated. Finally, the recircu-

lation valve and the fill valve are closed, the OSE lines and connections

removed, and the spacecraft fill and recirculation lines capped.

This loading technique minimizes the possibility of gas entrap-

ment. The helium purge enters the NzO 4 tanks at the bottom and

escapes through the recirculation valve, which is located at the high

point of the tank. This purge removes any gases which might contamin-

ate or react with the N204 when it is loaded. The NzO 4 purge removes

the helium gas to ensure no helium will be trapped in the loaded

propellant. When NzO 4 liquid flow is introduced, it drives out any

remaining helium during the recirculation cycle. The N204 vapors are

either driven out ahead of the liquid, or condensed. Thus, at the

completion of the filling procedure, only liquid INZt) 4 remains in the

tank.

A fuel-fill valve is located immediately upstream of the

engine fuel inlet flange in the propellant feed line. A manually operated

fill valve of the ball-seal-lapped-seat type is utilized. The loading

procedure employs a vacuum pump in the OSE connected to the fill line.

Thus, when the fill valve on the spacecraft is open, it enables the

evacuation of the complete fill line and both fuel bladders. Small
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amounts of MM/-I vapors are introduced during the evacuation to ensure

presence of MMH vapors exclusively at the conclusion of the evacuation

procedure. Liquid MMI-I flow is then introduced, filling the bladders and

condensing the remaining MMH vapors. When the 100 per cent full

condition is reached, the manually operated fill valve is closed, the

OSE-spacecraft connection broken, and the spacecraft fill line sealed

and capped.

2. MONOPROPELLANT ENGINE PROPELLANT SUPPLY

Z. 1 Summary

The selection of the monopropellant supply system follows the

same approach used for selecting the bipropellant supply. In each case,

the component development status and experience status were the

dominant factors in selection. However, after selection of vehicle

Configuration A and selection of the monopropellant over the bipropellant

engine, further study of the monopropellant supply was conducted to

determine if improvements could be made. The initial studies resulted

in the selection of a feed system very similar to that used on Mariner

as shown in Figure J-14. It was later determined that further simpli-

fication could be made by eliminating the pressure regulator and using

a blowdown system. This system is shown schematically in Figure J-15.

This approach eliminates the separate pressurant supply bottle, the

pressurant control valves, and the pressure regulation and distribution.

The propellant supply decays from an initial pressure of 350 psia to a

final pressure of 170 psia during the nominal engine operational duration.

Z. Z Separately Pressurized Monopropellant Feed

Z. Z. I Sizing Analysis

a. Pre s surant Supply

Ambient stored nitrogen at 3000 psia was selected to

pressurize the monopropellant hydrazine tanks. The amount of nitrogen

required to deliver the propellant to the engine inlet at the required

pressure was determined from an equation relating tank volume and

pressure with pressurant properties and storage conditions (see
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Appendix C). A gas expansion process midway between adiabatic and

isothermal was assumed based on the transfer of sensible heat from

the pressurant bottles, lines, and components, and the propellant tanks.

The active thermal control subsystem will restore the N 2 subsystem to

nominal operating temperature between midcourse maneuvers and the

relatively low-pressurant-flow rate during operation aids in the

efficient extraction of this heat. Conversion of thermal energy to

perform expulsion work and pressurant residuals were accounted for

in the calculations. Apropellant tank pressure of 310 psia was assumed,

allowing i0 psi for flow losses and pressure drop across the positive

expulsion bladders.

Based on a 246-pound propellant loading, a required nitrogen

weight of 8.5 pounds was determined. A single pressurant sphere

12.4 inches in diameter will contain the nitrogen at 70°F and 3000 psia.

The bottle wall thickness was designed for 3300 psi in conjunction with

the appropriate safety factors to allow for pressurant temperature rise

to 110°F.

b. Pressurization Control

The nitrogen flow rate required to expel the hydrazine at the

desired pressure is approximately 0.006 ib/sec. A system pressure

drop of 25. 5 psi between pressurant supply and propellant tankage

was calculated based on I/4-inch pressurant line and controls.

Smaller line could be used without inducing excessive pressure losses,

but the small weight saving would be more than offset by the increased

fabrication and development difficulties. In-place welding of many of

the joints between line and components is proposed to minimize leakage.

The application of this technique to lines smaller than i/4 inch becomes

quite difficult. Probably the major consideration, however, is the high

level of industry experience with i/4-inch components. Many fully

developed valves, filters, and regulators are available as off-the-shelf

items. Based on these considerations, the pressurization control

system will use I/4-inch nominal diameter line and associated

components.
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c. Propellant Tankage and Expulsion

Two sperical tanks 18.9 inches in diameter will contain the

246 pounds of hydrazine. The tank volumes {2.05 ft 3 per tank) were

determined by the propellant volume at 70°F and a 5 per cent ullage

volume. Hydrazine has a relatively low coefficient of thermal expansion

thus the ullage volume is reduced by only 1 per cent at 110°F. The

propellant tank environment is to be held within a temperature range of

40 to 90°F by the thermal control subsystem. Should the propellant

temperature reach ll0°F, the combination of tank ullage and plenum

volume is more than adequate to safely accommodate the compressed

pressurant.

Positive displacement of the hydrazine is provided for the full

duration of each midcourse maneuver, through collapse of the butyl-

rubber bladder which separates the propellant from the pressurant. A

nominal clearance between the bladder and the tank will provide the

ullage volume. Calculations are given in the Appendix C.

d. Propellant Feed Lines

The hydrazine feed line size was established at a nominal I/2-

inch diameter. Calculations were made to determine the pressure loss

due to line length, flow restrictions, and start loss due to acceleration

of the propellant. The propellant flow is divided between two lines

for all but the last few inches feeding the engine. Flow restrictions

have been minimized and start acceleration losses are negligible due

to the low thrust to weight ratio. The resultant maximum pressure

drop between propellant tanks and engine inlet was calculated to be

0. ZZ psi. A slightly smaller line size could have been chosen with a

correspondingly small weight saving. The choice of I/Z-inch lines may

be justified, however, based on the universality of this size with respect

to forming techniques and component availability.

Z. 2.2 Components

Components utilized in the pressurization equipment are I/4-inch

nominal diameter. In-place welding techniques are utilized for the
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joining of all pressurization components into a single module. This

module is installed, removed, or replaced, as a unit.

The teflon compounds used for component seals and seats are

contained entirely within the pressurization subsystem. The design

eliminates exposure of any teflon seal or seat to the hard vacuum of

space. This circumvents possible problems due to the outgassing of

the seals. The removal of relief valves from the flight pressurization

subsystem eliminated the components most likely to be subject to this

difficulty.

The subsystem is designed to operate and perform all intended

functions over a temperature range from 40 to ll0°F. The pressurant

sphere is designed to take the overpressure resulting from reduced gas

density due to temperature increases which may occur subsequent to

loading. Thus, the nominal working pressure is 3000 psi, the maximum

working pressure 3300 psi.

The subsystem does not require any electrical power during the

coast periods between midcourse corrections or orbit trims.

a. Pressurization Supply

The pressurant gas is stored in a single spherical high-

pressure vessel. Nitrogen loading is accomplished through a manually

operated fill valve of the type used on Mariner 4. Immediately upstream

of this valve is the OSE-spacecraft interface. The interface consists

of a simple pneumatic tubing connection which is separated, capped, and

sealed subsequent to loading of the sphere and closing of the manual fill

valve.

Fittings utilized in the pressurization system are generally

of the NASA-developed MC-type. Joints which necessitate contact of

dissimilar metals will be designed so that resultant corrosion is

kept to a minimum. Surface coatings are utilized in such joints.

Anhydrous propellant and dry pressurant are used, and the environ-

ment controlled, to minimize the possibility of corrosion.
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The remainder of the pressurization supply equipment con-

sists of four banks of explosive-squib-actuated valves and one hybrid

bank consisting of one solenoid and one explosive-squib valve. Each

bank of explosive valves is comprised of one normally-closed valve

in series with one normally-open. The hybrid bank utilizes a normally-

closed solenoid valve in series with an initially-closed explosive valve.

This hybrid bank serves to provide capability for a number of engine

starts for orbit trim purposes. In addition, it serves as a backup

supply-shutoff in the event of a failure of one or more of the explosive

valve banks. The number of orbit trim firings possible with the hybrid

bank is limited only by the amount of propellant available after the mid-

course correction firings.

The squibs used to fire the explosive valves would be of the

dual-bridge-wire design. The squibs are discussed in more detail in

Pyrotechnics, Section V-4, Volume 5.

b. Pressurization Control

The pressurization control equipment consists of a filter, a

preset-pressure regulator, a solenoid valve, two pressure switches,

and a plenum chamber. The regulator is of the type used for the

Mariner 4 pressurization control subsystem. The explosive valve banks

upstream provide positive and complete shutoff of the gas supply to the

regulator. Thus, excessive leakage in the regulator between midcourse

correction firings can add only the small quantity of gas trapped between

the downstream side of the explosive valves and the upstream side of

the regulator. The over-all pressure rise caused by this gas bleeding

down into the tanks would be negligible.

The two pressure switches control the normally-open-

configuration solenoid valve. Both switches are designed to actuate at

5 psi above the maximum normal regulator outlet pressure. Both

switches must pickup to send the signal actuating the valve closed. If

either switch drops out, the signal is interrupted and the valve reopens.

This arrangement protects against the failure of a pressure switch to
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drop out. Failure-to-drop-out is the most _ikely mode of failure of the

pressure switches. By signalling the solenoid valve to close in the

event of excessive downstream pressure, the switches enable it to

perform as a backup regulator.

The failure of the regulator in an excessive-leakage mode of

a failed-partially or completely-open mode results in the solenoid valve-

plenum chamber-pressure switch combination taking over the regulation

function. Regulator design is selected based on ensuring one of these
three modes in the event of a malfunction. The plenum chamber is sized

to minimize regulator chatter and line pressure surges. It must protect

against premature signals to the solenoid valve from the pressure

switches. For this reason, the switches are installed immediately

downstream of the plenum chamber. Sensing an overpressure indicates

definite regulator malfunction, rather than slow response or overshoot.

The pressure switches will then pickup, sending a signal which closes

the solenoid valve located upstream of the plenum chamber. Pressure

in the plenum chamber then decays until one or both pressure switches

drop out, allowing the solenoid valve to return to its normally-open

position. Drop-out pressure is set equal to the normal minimum

regulator outlet pressure. If the regulator has not recovered, a rapid

pressure rise ensues, the pressure switches pickup again, sending a

signal which closes the solenoid valve, and the cycle repeats. The

subsystem continues in this cyclic, or bang-bang mode of operation for

the duration of the midcourse correction, or orbit trim, engine firing.

Due to the presence of the plenum chamber, pressurization control

subsystem outlet pressure is controlled within a narrow band only 5 psi

wider than the normal regulator outlet pressure variations. This

technique of backup regulation was successfully utilized on the Saturn

S-IV and is being used on the Saturn S-IVB and the S-IVB auxiliary

propulsion system. Because the pressurant gas supply is shut off

immediately downstream of the pressurant supply sphere during the

coast periods between engine firings, it is not necessary to supply

electrical power to the pressure switches during these periods to

protect the system from overpressurization.
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c. Pressurization Distribution

The pressurization distribution equipment consists of a

manually operated valve, flow divider, and burst disc immediately

downstream of the plenum chamber. From each of the twin outlets of

the flow divider, one line leads to each propellant tank. The burst disc

serves to prevent destruction of the entire spacecraft in the event of

catastrophic propulsion system overpressurization. The burst disc

is protected from premature rupture by the plenum chamber. Rupture

pressure of the burst disc would be set at the proof pressure of the

plenum chamber. The manually operated valve provides a vent

capability for the gas trapped between bladder and tank which must be

expelled during loading of the bladders. It would be connected to a vent

and relief valve supplied as part of the OSE. This connection would

be closed, capped, and sealed subsequent to loading.

d. Pro/_ellant Tankage Expulsion

The two titanium propellant tanks provide complete positive

expulsion for the NzH 4. A butyl-rubber bladder located in each tank

contains the propellant. A perforated tube extends from the outlet and

up the centerline of each tank. These tubes ensure that unsymmetrical

collapse of the bladder will not result in interrupted propellant flow.

Evidence exists indicating difficulties with storing NzH 4 in butyl rubber

at temperatures above IZ5°F. At and above this temperature, the

decomposition rate of the NzH 4, due to impurities present in the rubber

increases. In_=_ii_ temperature accelerates this decomposition

rate further. However, 125°F is considerably above the 90°F maximum

temperature limit set for the spacecraft.

The butyl-rubber bladder positive expulsion technique is

well developed from Ranger and Mariner experience. It is entirely

within present technology. Some further testing must be done to

determine the effects on propellant quality of IZ-month storage in

butyl rubber at slightly elevated temperatures (II0 to 120°F) when

intermittent demand for propellant is experienced.
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The tanks are spherical in shape, with bosses for connecting

the pressurization lines and the engine feed line. The collapse of the

bladders results from the nitrogen gas pressure between the tanks and

the bladders. Data describing the tank materials and sizes is provided

in Table J-Z.

Table J-2. Monopropellant System Midcourse Correction

Total t wall t weld Burst Operating

Vessel Contents Number Type D i rain. rain. Material Pressure Stress Level

Propellant Hydrazine 2 Sphere 18. 9 in.. 0202 in. . 0303 in. 6AL-4V Ti 682 psia 72,600 psi
N2H4 Heat treated

Pressurization Nitrogen 1 Sphere 12.4 in. . 176 in. .264 in. 6AL-4V Ti 7260 psia 58,900 psi

N 2 Annealed

2. 3 Blowdown Monopropellant Feed System Design

In addition to the conventional regulated systems discussed

previously, a blowdown system which eliminates all of the functional

components was analyzed. Analysis of optimum gas pressure to

achieve minimum system weight resulted in a ratio of initial to final

gas pressure of slightly over two to one. It was then determined that

the proposed monopropellant engine could operate with this variation

in supply pressure. Therefore, the pressure regulator was eliminated

to achieve further simplification. A schematic and a layout of the

resulting design are shown in Figures J-15 and J-16. This approach

was selected over the separately pressurized approach on the basis

of simplicity. A weight penalty of 18. 5 pounds is involved in using

the blowdown system.

Figure J-15. Monopropellant System
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2. 3. 1 Analysis

a. Pressurant Supply

Ambient stored helium at 350 psia will be used to pressurize

the propellant tanks. Helium was selected in preference to nitrogen

because of a weight savings of 7.4 pounds. Based on a propellant

weight of 246 pounds and a minimum tank pressure of 170 psia, the

required helium weight is i. 23 pounds, the tank volume is 4. 5 ft3,

and its diameter is 24.6 inches. The sizing calculations assumed that

the active thermal control subsystem will restore the propellant supply

subsystem to above 50°F between midcourse maneuvers, and that

about 20 per cent of the propellant {maximum} would be used in any

given midcourse maneuver. The tank wall thickness is designed for

380 psia operating pressure to allow for a pressurant temperature rise

to l l0°F after loading. Hydrazine has a relatively low coefficient of

thermal expansion and would affect the tank pressure very little if

heated to ll0°F after loading. Positive expulsion is provided by

collapsing a butyl-rubber bladder, which separates the propellant from

the pressurant. Since the rubber is permeable by helium, some helium

will go into solution in the hydrazine but should have little effect on

engine ope ration.

b. Propellant Feed Lines

As in the A2 configuration, the feed line size was established

at a nominal diameter of I/2-inch. Calculations show a resultant

maximum pressure drop between propellant tanks and engine inlet of

0.22 psi. A slightly smaller line size could have been chosen, with a

corresponding small weight saving. However the i/Z-inch size was

chosen on the basis of universality of this size with respect to forming

and fittings.
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2. 3.2 Design

The A3 design eliminates most of the complexity associated with

propellant supply systems. The design does not require any electrical

power and has only one moving part which is the rubber bladder.

Though the exact design of the bladder-tank internal fill-feed line has

not been determined, this does not appear to be a particular problem

The tanks are loaded with propellant in the same manner as the A2

configuration. Helium is loaded simultaneously into both tanks from

a single pressure source. The helium will be loaded to a specific mass

as determined by gas temperature and pressure (nominal is 77°F and

350 psia). The system is designed to be stored and to operate in the

range of 40 to ll0°F. After helium loading, the fill hand valves will

be closed, leak checked, and capped. As a result, the helium in one

tank is separated from the other tank. Assuming the tanks will

receive the same thermal inputs and will arrive at the same steady-state

temperature during coast_ this will result in close control of the

effective propellant center of gravity by tending to equalize the pro-

pellant volumes remaining in the tanks. If one tank drains faster than

the other, the gas in the other tank will remain at a higher pressure

and thus reverse the flow differential. If the maximum temperature

variation in the thermal control were to exist between the tanks

(approximately 50°F) then a maximum net unbalance of approximately

13 pounds would result between the tanks prior to the first engine

operation. This would result in only a small, easily controlled,

disturbing torque during engine operation. Present calculations

indicate that the probable maximum net unbalance would be about

7 pounds. This will be checked more closely in future analyses. The

design will require less total development than the separately pres-

surized configuration but will require more testing of the tanks. In

particular, the exact characteristics of the blowdown will need to be

determined during testing so that flight performance can be accurately
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predicted. The ability to use the exact tank-expulsion system in a

1969 flight will allow the design to be proven under essentially mission

conditions prior to the 1971 Mission. Tank parameters for the selected

design are shown in Table J-3.

Table J-3. Propulsion System Configuration A-3 Monopropellant System

Total t waF t weld Burst Operating

Vessel Contents Number Type D i rain. min. Material Pressure Stress Level

Hydrazine

Propellant and (NzH 4) 2 Spherical 24.6 in. 0. 0397 0, 0595 6AL-4V Ti 836 psia 58,900 psi

Pressurization Helium (He) Annealed
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APPENDIX K

PRELIMINARY CALCULATIONS FOR

LANDER COVER BASE SEPARATION SPRINGS

The following calculations were made to determine the feasibility

of using springs to jettison the lander cover base.

Tipoff angle rate possibilities have been examined, and no prob-

lem exists in this area. The springs are short and will be arranged so

that their negligible side loads counteract one another.

Conclusion is that the spring separation method is practical in

every respect.

.

Z°

ASSUMP TIONS

0

0

0

0

0

0

Weight of lander cover base, 150 pounds

Separation velocity, Z ft/sec

Three springs used

Springs compressed must be less than 3 inches long

Inside diameter of coils must be more than Z inches

in diameter

Weight of spacecraft, 5500 pounds

E QUAT IONS

_, _ _V! +W 2

V" = X: kg (W I W2 )
(conservatio_ of energy and

linear momentum)

WK = I/Z k X 2 V2 Wl W2
- (wl+ Wz)

Assume no thrust during separation.

WI÷W 2

VZ = Xb Zkg (W--q-_)

2 V z W1W2I

WK : ._k.X -o Zg

(energy balance)

for relative separation velocity.
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A s sume :.

V = 2 ft/sec

W l = 150 Ib for cover

W 2

4x 150 x 5500
WK =

2x 32.2x 5650

Three springs needed.

WK = 37 in. /lb per spring

Also assume:

d = 0. 100 in. (wire diameter)

D = 2. 375 + 0. 100 = 2. 475 in.

P = 14 lb for S = 55,000 psi

D 2. 475
- - 24.75

d .i0

N = 2 (turns)

k = 4.8 Ib/in.

1 2

WK = _ K X °

Xo_V'2WK_ _2 x 40_-._ - 4.08 in.

L l +4.25
- - 2.12, stable

D 2. 475

at x = 4.25, F = 20.2

S = 130,000 psi - too high
s

Assume: OQ-W-470

d = 0. 125 in.

D = 2.375 + 0. 125 = 2.5

= 5500 ib for spacecraft

= 9.07 ft/Ib = 109 in. /Ib

spring steel wire
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D 2.5
Z- - t - zo

P = 27.5 ib
s

P = 25 ib
w

N=3

k = 7. 5 ib/in.

i/_+ 40
Xo =¥ 7.5" = 3.Z6 in.

F = 7.5x 3.26= Z4.5 ib

27.5
Xs 7._" = 3.67 in.

hs = (3 + Z)1 = 0.6Z5 in.

Installed height:

h = 0. 625 + (3.67 - 3. Z6) = i.035 in.

Solid stress:

S = 99,000 psi
S

Free length:

L = 0.6Z5 + 3.67 = 4. Z95 in.

Typical _pring (three required)

Material: _-V_-470 spring steel wire

d = 0. 125 in. wire diameter

ID = 2. 375 in.

D = 2.375 + 0.125 = 2.5

P = 27.5 ib solid compressed load
S

P = 25 Ib installed load
w
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.

N = three active coils

k = 7.5 ib/in.

2 WK 2 + 40

Xo k "_. 5
- 3.26 in. working stroke

X _ 27.5
s 7.5 = 3.67 in. stroke to solid height

1

h s = (3 + 2)_ = 0. 625 in. solid height

h = 0.625 + (3.67 - 3.26) = 1.035 in. installed height

L : 0.625 + 3.67 = 4. 295 in. free length

S = 99,000 psi solid stress
s

L

D

4. 295
= i. 7Z stable in buckling (See Wahl's "Mechanical

Springs")

+
V = Xo ktg 1 W2 - (_ 150x5500

_.26 _- -r'2--

(5650)

V = 2. i ft/sec relative separation velocity from three

parallel springs

k =3k
t

SYMBOLS

V Relative separation velocity ft/sec

X Compression of spring in (feet)
o

k Spring constant in-lb

g Gravational constant 32. Z

W 1 Cover weight 150 ib

W 2 Spacecraft weight 5500 lb

WK Energy in-lb

d Wire diameter in.

D Coil diameter (mean) in.
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P

N

L

S

S
s

X
$

F

P
S

P
w

h
S

h

k t

Force

Number of turns in coil

Free length

Stress

Solid height stress

Stroke of spring

Force

Force (solid height)

Force (working)

Solid height

Installed height

Total spring rate

ib

in.

PSI

PSl

in.

Ib

Ib

lb

in.

in.
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APPENDIX L

RADIOMETRIC MODEL OF MARS

The purpose of this study is to provide a basis for choosing a

spectral interval to be used for attitude sensing devices employed in a

space vehicle in Mars orbit.

Because the orientation needs to be controlled on both the day and

night side portions of the orbit the use of scattered radiation from the

sun is excluded and some sort of emitted radiation is indicated. Thermal

radiation from the planet or its surrounding atmosphere best fits the

need. The wavelengths can be selected such that very little interference

from direct solar radiation is encountered; the day-night variation in

energy received is not nearly as extreme as for visible radiation.

The visible spectrum offers much more available energy during

the day, and detectors of great sensitivity compared to those used in the

IR range are available. Some visible emissions are known to occur in

the night atmosphere of earth, and these are detectible using photo-

multiplier detectors. However, the large dynamic range between day

and night signals, the more delicate nature of the detectors, and the

effects of scattered visible radiation weigh against the use of visible

radiation.

I. INFRARED OPTICAL REFERENCES

Two choices of IR optical reference are available:

• The disk of the planet itself.

• Some atmospheric component of strong IR absorption

and emission.

Using the planetary disk as a reference in the case of earth sensors

is complicated by the presence of clouds and by the variable nature of the

JR window resulting from changes in atmospheric water vapor concentra-

tions. For these reasons the possibility of using strongly absorbing

atmospheric components to define a disk which is above most of the

clouds and outside of the window range of spectra has been examined.

Hanel, Bandeen, and Conrath (Reference L-I) in 1962 and Wark,

Alighouse, and Yamamoto (Reference L-Z) in 1963 have considered the
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problem in some detail for a wide range of model terrestrial atmospheres

and have concluded that CO2 band centered around 15 microns and the
water vapor absorption in the vicinity of 33 microns are most suitable

for use. Haynie, Collinge, and Erstgard(Reference L-3) report a

measurement of the 15 micron CO2 band by a satellite radiometer. They
report "reasonable" agreement with theoretical predictions. For

example, with a 2-micron pass band the theoretically predicted average
2 mw/cm 2emittance was 1.88 mw/cm while the observed value was 1.45

The observed gradient width was 1.75 _-0.55 degrees at an orbital
altitude of 160 kin. The emittance showed a small but real latitude

variation, the value of emittance ranging from 1.30 mw/cm 2 at closest
2

approach to one pole to 1.65 mw/cm near the opposite pole.

A similar choice of optical reference disks must be made with

respect to Mars before a sensor can be designed for that mission.

I. l The Planetary Surface as an Optical Reference

In the case of earth the principal difficulties associated with using

infrared radiation from the surface for attitude reference are anomolies

such as variable absorption by water vapor and the presence of clouds.

The skies of Mars are much clearer than those of earth and the amount

of water vapor is known to be very small. Astronomical observations

over many years indicate that the frequency of _ccurrence of highly

mobile clouds is very small compared to earth.

The clouds of concern are the so-called white clouds, identified

as composed of ice crystals, and the yellow clouds, usually identified

as dust clouds. The yellow clouds are described as of fairly rare

occurrence and are usually quite limited in area, though occasionally

great planet-wide storms have been observed. The white clouds of

largest area and persistence occur above the polar caps, and are pre-

sumably at fairly low altitudes. W. A. Wright (Reference L-4) of Lick

Observatory found these clouds to be transparent in the photographic

IR, while E. Slipher (Reference g-5) and others have found them trans-

parent in the visible red. If these clouds are tiny ice crystals as the

polarization measurements of Dolfus indicate, one would expect that in

the far IR they will be opaque and radiate much like a black body of the

temperature of the clouds.
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The white clouds which overlie the polar caps are a persistent

seasonal phenomenon and their outlines do not change greatly from day

to day. For this reason they are not regarded as seriously affecting

the television mapping mission even though they do contribute to an

absolute error in locating the center of the planetary disk.

Yellow clouds are more variable. There is no general agreement
about the altitude of such clouds, but Slipher (Reference L-5) reports

that altitudes up to 30 km are considered probable on the basis of photo-

graphic evidence and visual observation. The yellow clouds are thus

capable of causing a short-lived change in pointing and constitute one of

the more serious sources of potential error, since they are not per-
sistent or predictable.

Morning hazes have been observed quite consistently on the sunrise

limb of the planet, but these dissipate rather quickly and probably occur

near the surface where they will not contribute a large error.

Temperature variations across the disk may be as large as 100°C.

This is a fairly large variation and must be accounted for in instrument

design. Coblenz and Lampland at Lowell Observatory measured surface

temperatures by radiometric means over a period of years (Reference
L-6). The polar cap showed a fairly constant -70°C, while the bright

areas in the center of the disk indicated -i0 ° to +5°C. Adjacent dark

areas gave temperatures of +I0 ° to +20°C. Sunrise and sunset limbs

of the planet in one measurement showed -45 and 0°C, respectively, to

give some idea of the diurnal variation. The winter pu,=r'--tempera +..........

are probably representative of the temperature of the white clouds (or

the surface beneath them, if they are transparent in the infrared). The

temperature of one yellow cloud has been observed by Sinton and Strong

(Reference L-6) by radiometric means. The temperature was somewhat

below that of the surroundings, but not really cold.

Studies of the shape of Mars in the visible and near infrared show

that the planet is flattened at the poles. The results of various observers

differ, but the value of ellipticity recommended by de Vaucouleurs is

0. 013 + 0. 001, which corresponds to a total polar diameter difference of

about 85 km or a flattening of approximately 42 km at each pole. Although
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this error is of importance in exact mapping operations it is a persistent

feature and will not, therefore, prevent accurate aiming toward a selected

area.

One would expect the atmosphere also to show a similar flattening

except perhaps at very high altitudes. The blue haze has not been
observed to show measurable flattening near the poles and for this reason

it is thought to extend to high altitudes. Supporting evidence is given by

the fact that the apparent diameter of Mars is greater in the ultraviolet

than in the visible by 3 to 6 per cent.

Thus it would appear fairly well established that in using the

planetary disk as an IR optical reference one would see a temperature
range of about 200 to 300°K, and, rather infrequently, yellow cloud

anomolies at altitudes up to 30 kin, corresponding to an angular error

of approximately 0.4 at peria psis. The point is that such occurrences

are infrequent enough so that they would not be expected to ruin a great
deal of data.

i. 2 The 15 N_Band as an Optical Reference

The atmospheric constitution of Mars is poorly known. The best

accepted modern data indicates a total pressure at the surface of the

planet of about i0 millibars, with about 33 per cent of the gas being

carbon dioxide (Reference L-7). The CO Z is fairly well identified

(Reference L-8), the total amount estimated at about 60 atmosphere

meters or 25 times as much as in the terrestrial atmosphere.

The remaining principal constituents are assumed to be nitrogen

and/or argon. Oxygen has not been detected; the upper limit of oxygen

content has been put at less than 0.8 atmosphere meters. Water vapor

at (1.4 _- 0.7) x l0 -3 gm/cm 2 has been determined spectroscopically.

Traces of various other gases have been reported by some workers but

denied by others, but it is certain that small amounts of such compounds

as carbon monoxide, ozone, oxides of nitrogen, and the like are generated

photochemically in the upper atmosphere.

Thus, it seems that the atmosphere of Mars should be quite trans-

parent in the IR, with the exception of carbon dioxide absorption bands.

The only atmospheric absorption which might reasonably be used to

define a disk is the 15-micron CO 2 band.
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A number of model atmospheres for Mars have been analyzed and

extreme temperature profiles predicted by Schilling (Reference L-9},

while more detailed profiles have been predicted by Chamberlin

(Reference L-10). Unfortunately, this work was based on a surface

pressure of 85 mb and has not been extended to the 10-20 mb region,

which is now believed to be most probable. In particular, the height of

the tropopause is uncertain, and this affects the temperature of the

atmosphere at the altitudes where the absorption and reradiation by CO 2

is important. Because of the lower gravitation on Mars the atmosphere

will extend to greater heights, so that the gradient angle will tend to

be larger. However, this may be compensated by the higher concentra-

tion of CO Z. The precise height above the surface at which the extinction

of the 15-micron band occurs will depend upon the temperature profile

of the atmosphere. Two extreme cases will be examined to try to make

an order of magnitude estimate for the range of variation possible within

the compass of available data. Isothermal atmospheres at temperatures

equal to the extremes of observed surface temperatures will be assumed.

2. THE 10-MB, 60 METER ATMOSPHERE

The Mars atmosphere is assumed to be governed by the hydrostatic

equations and the perfect gas laws. The resulting equations are worked

out in detail in the TRW Mars Environmental Handbook, Volume II, and

the derivation will not be repeated here. The net result, assuming

linear temperature change with altitude is

= p(o) (1 - yz)  gl:R
T(o)

where p (z) is the pressure at an altitude z above the surface, T (o) is the

surface temperature, ¥ is the rate of change of temperature with altitude,

m is the average molecular weight, and R is the universal gas constant.

If _ = 0 i.e. if the temperature is assumed constant with altitude,

p (z) = p (o) e -Z/H where H = RT(o)

mg

is called the scale height. Since the temperature normally decreases

with altitude, if a constant temperature is assumed we will have a worst

L-5



case, as far as the gradient angle is concerned; i.e., the mass of CO Z

required for extinction of 15-micron radiation from an external source

will be spread over the greatest altitude range for this sort of tempera-

ture distribution. This neglects the possibility of absorption which

reverse the profile, as happens in the ozone band in earth, for example.

It is assumed that a thickness of gas which will cause extinction

of 15 g radiation will give a reasonable approximation to the altitude

of the apparent disk for 15_ radiation. The amount of gas necessary

to absorb the 15-micron radiation above Mars will differ from that above

earth because pressure and temperature differences will affect line

width. It is assumed that the 15-micronhorizon of Mars occurs at an

Z
altitude z such that the mass of gas per cm lying on a chord through

O

the atmosphere at this altitude is sufficient to give nearly total absorption

of radiation in the spectral range of interest. Under these conditions the

mass of gas radiates like a black body over the spectral range of strong

absorption.

Figure L-I shows the coordinates to be used in the analysis which

follows :

z = Minimum altitude of the chord
o

r = Planetary radius

X Distance from the point of minimum altitude

to any point on the chord

z = The altitude at x

R = z + r
o

/

Figure L-I.

DIRECTION OF
OBSERVER

Analysis of Coordinates of 10-mb

60 Meter Atmosphere Case
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The absorption of IR radiation by a particular gas depends upon
the total amount of absorbing gas and the pressure and temperature of

the gas. The mechanism of absorption involves excitation of vibrational

and rotational energy states of the gas molecules. The width of the

resulting absorption lines is affected by the collision rates between

molecules and by the molecular velocities, hence the pressure and

temperature dependence. In general the pressure dependence is the more

important effect, and the only one which will be considered in what follows.

The exact solution to the radiative transfer problem involves so

much computation that it is not practical, even -with the use of high speed

digital computers. Plass IReference L-l l) says " ..... more than a

million evaluations of Equation 24 "Tv = exp (- Ui_l Si b iv- vil_,_ would

be required for a given temperature, pressure and amount of gas (and}

a useful calculation . o. amounts to several hundred different sets of

these quantities. "

For calculation to be feasible at all, a model is evaluated, rather

than directly calculated. Plass et al (Reference L-IZ) have made these

theoretical evaluations for a variety of conditions, which do not, however,

permit application to our problem without further modification, because

these tables do not cover the pressure and path length range expected on

Mars.

Plass (Reference L-ll} has shown that for conditions of long path

length and low density the absorption is dependent upon the product of

optical path length and pressure. The expcrimenta! results (References

L-i I and L-12} can be plotted on a universal absorption curve.

In evaluating the Mars case the optical path and pressure will be

calculated for isothermal atmospheres representing the extremes of

observed surface temperature. Numbers from the universal absorption

curve will then be used to calculate the altitude at which the 15-micron

horizon will occur.

For the isothermal case

p(z) = p(o) e -z/H

where p is the pressure at altitude z, and the density is
-z/H

p(z) = p(o)e
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p(z) refers to the total pressure, while p(z) refers to the density of

absorber only.

The optical path is given by du =
-z/H

p(z)= p(o) e

p dx. For the isothermal case

The product for a chord through the atmosphere is

(DO OO

p (z) p (z) dx = p (o) e-ZZ/Hdx

-oo -co

Upon transferring to angular coordinates this becomes

F = 2p (o)

= 2p (o)

_r/2
-2(R sec @ - r)/H 2

p(o)R e sec Q dQ
_o

_=/2

p(o) xRe +2r/H : -2 R sec 0 2e -- sec O d O
H

The exponential factor in the integrand decreases rather rapidly

with angle. For example, the scale height of Mars is between about

I0 and 20 km for the observed surface temperature extremes, while

R --- r = 3375 kin. The ratio of the exponential for 0 = o and 0 = O 1 is,

for the less rapidly converging case,

-2 x 168
e

e-2 x 168 sec QI

e -2 x 168 (1 - sec 01)

For this ratio to be equal to 0.01 (i.e. the integrand is approxi-

mately 1 per cent of the initial value), the exponent must be about -4.6 or

(i - sec 01) = 0.0137 and sec O l = 1.0137. This corresponds to

0 = 9 I/2 degrees.

20In this region sec is very close to unity, and can be neglected.

If we restrict the integration to O < i/4 radian we will have a good

approximation to the total integrand. In this case the approximation

sec @ z 1 +_ is good to about 1 per cent and we have:
2
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1/4

F - 2p (o) p(o) R e +z r/H/e
-2 R/H (1 + @2/2)d 0

1/4 2

= Zp(o) p(o)R e, 2(r-R) r-/e-R/H0 dQ
H 6

1/4

-2z
= Zp (o) p(o) Re o/H e -R/H 0Z dQ

The remaining integral can be evaluated from tables of gaussian

error integrals.

_: -t2 dt = (P(x) - 1
/z /z

k

To convert our integral to this form

Set t2 R 02

2 -H

1/4 Q2 1/4_2R/H
F -t2/2 dtfl -(R IH)

/e dO "_, e

1/4"V_'R/H

. ,H/H-- _ -t 2/2 dt
= e

-o

R/H is a number of the order of hundreds. For such 1.... arguments

P{x) is for all practical purposes unity, and:

F'"

/H ---
F - 2p(o) p(O) Re 2 Zo/H "_V2R "_2Tr x 1/2

" -Z 7.

= p (o) p(o) _/-_w"/HR e o/H

R= Z + r.
O

For the atmosphere in the vicinity of the surface z -_ r and we
O

can treat R as a constant and approximately equal to r. Using the
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TRW Mars Handbook figures we calculate for the scale heights at

various temperatures:

T = 176°K H = ll.6km

T = 234°K H = 15.2 km

T = 300°K H = 19.9 km

For comparison with the universal curve the units of F need to be cm

of mercury x atmosphere cm

p (o) = 10 mb = 0.75 cmHg

Also from the Mars Handbook the mass of CO 2 accounts for 44 per cent

of the surface pressure of a 10-rob atmosphere:

0.44 x p (o)
p(o) - gH176

0.44 x 104 -5 3
= = 1.0 x i0 gm/cm

376 x II.6 105

0.44 x 104

p3(0_) = =376 x 19.9 x 105 5.8 x 10 -6 gm/cm 3

44 -3
1 CC of CO 2 at STP is approximately 2-_2.4 x i0 grams

= 2 x 10 -3 grams/cm 3

This is the factor needed to convert to atmosphere - cm

FI76 =

:- -5 Vf 105 105 -2 z0.75 x_x i0 II.6 x x 3375 x e o/H
-3

2x10

105 -2 z= i. 32 x e o/H

F300 =

0.75 _¢_ x 10 -5 19.9 x 105 05 -2zx 3375 x 1 e o/H

2 x 10 -3

-2z
= 1.72 x 105 e o/H
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If we assume that F = 3800 approximately defines the horizon::', we find
the following values (for T = 176°K):

3800 -2z= 1.32 x 105 e o/H

e-2ZoH = 2.88 x 10-2

zo i. 540
H - 2 x 435 - 1.77

Since HI76 ....-- II.6 km the horizon would appear at 1.7 x ll.6 = 19.76 km
above the surface.

For T = 300°K

-2z
e 0/4 = Z.21 x i0

-2

Z
o i. 656

H - 2 x.435 -
1.90

And the horizon is at 19.9 x 1.9 = 37.8 km above the surface.

The transmission is approximately I0 per cent for F = 15. If we take

this as the beginning of the atmosphere we can calculate the gradient

angle for I0 to 90 per cent as follows:

105 -2z15 = I.32 x e o/H

_- 0_4e o/H = 1.14 x i

3. 944
Z°/H = 2 x .435

and for T = 300°K

4.06
15 - O.87

- 4.65

- 4.56 for T = 176°K

#

Plass' tables give about 92 per cent absorption over the 14-16_ band
for this F value. The number is for T = 300oc, but temperature

corrections do not cause large changes, according to Plass.
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Thus we see that the gradient takes place over approximately Z-3/4

scale heights, a distance ranging from 32 to 55 km for the temperature

extremes assumed.

For an observer 2000 km above the surface the gradient angle in degrees

is approximately this distance divided by 4180 km

3Z
@
176- 4180 x 57. Z = 0.43 degrees

55

300 - 4180 x 57. Z = 0.75 degrees

The amount of energy radiated in the 15-micron band from the

CO Z layer will be taken as the black-body radiation in a Z-micron

spectral band centered around 15 microns for a black-body at the

For the temperatures previously used, thesetemperature of the gas.

energies are:

k Range

14-16

14-16 _

T
Black-Body Energy Emitted

in 14-16 Microns Region

176°K 4.4 x 10 -4 watts/cm Z

Z34°K I. 7 x 10 -3 watts/cm Z

14-16_ 300°K 4.1 x 10 -3 watts/cm Z

For the planetary disk, the possible spectral regions of interest are

the water vapor window between about 8 and 12 microns and the region

at wavelengths longer than about 20 microns,

k Range T°K

8-1Z _ 176

8-1Z _ 234

8-12_ 300

-Z0 _ 176

_-Z0 _ 234

--20 _ 300

Black-Body Energy Emitted

4.1x 10 -4

-3
3.0x i0

-3
12 x 10

-3 2
3.3 x I0 watts/cm

-3 Z
7 x 10 watts/cm

12 x 10 -3 watts/cm 2
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The variation in emitted energy (assuming black-body radiation)

over the disk for the assumed temperature extremes is about 30 to 1
for the 8-12 micron band, I0 to 1 for the 14-16 micron band and 4 to l

for the region about 20 microns. In addition for any given temperature

in this range the available energy from the 20 micron region is as great

or greater than that available from the other two spectral regions.

3. THE ALTERNATIVES

The composition and temperature distributions of the Martian

atmosphere are very uncertain and no reliable theory for their

prediction exists at this time. Levin, Evans and Stevens (Reference L-13)

list 12 different model atmospheres which have been proposed (and this

is not an exhaustive listing}. For a surface temperature of about 270°K

one model would predict a temperature at 40 km altitude of about 270°K

while another would predict 170°K at the same altitude. The NASA

models, which were selected to cover as broad a range of the 12 models

as possible, would include a maximum temperature at 40 km of around
260°K and a minimum of 100°K, for a surface temperature of 300 and

200°K respectively. These results assume a lapse rate and tropopause
altitude for each of the models.

These numbers are quoted only to illustrate the depth of our

ignorance, and not for use. If such extremes of temperature do exist,

however, the radiance variation for the GO2 band could be even greater
than those given in the previous section. If temperatures as low as

100°K really exist at these altitudes "_- _ radia_nce_**_ "_'_2 would be small

enough to strain the limits of the detectivity of available infrared

detector s.

If we consider the radiation from the surface, on the other hand,

it is seen that the planetary atmosphere is transparent in the 8 to 12

micron region and in the region above Z0 microns. The temperature

variations across the disk have been observed radiometrically and their

range is reasonably well established. The anomolies which can be

expected to occur are clouds, and their frequency of occurrence is much

smaller than on earth. The yellow clouds appear to be at the highest

altitudes and might give the largest errors. However, they are usually

not of large extent nor do they occur frequently.

L-13



4. CONCLUSION

The maximum uncertainties in the position of the horizon as defined

by the planetary surface anomolies and by the variation in the carbon

dioxide horizon of the atmosphere in the light of present knowledge are of

the same order, namely of the order of tens of kilometers.

The uncertainty in the radiance values are much greater for the

atmospheric bands than for the surface, and the values may drop to un-

pleasantly low levels.

The frequency of variations in the CO2 horizon are completely
unknown, although clouds are known to occur above the surface, their

frequency is known from many years of visual observation and has been

found to be low compared to earth.

The definition of the edge is much sharper for the surface than for

the atmosphere. Although far from ideal, the planetary surface of Mars

appears to provide a much better optical reference than that of earth.

In view of this and because of the great uncertainty concerning important

details about the Martian atmosphere, radiation from the planetary

surface should be used to provide attitude signals for a vehicle in Mars
orbit.
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SiCIKIFiCANT ER__:ATA. TRW Sysgei-c_s, Phase _ "

Study Report, Voyager Spacecraft

August li, 1965

Volume i. Summary

Substitute new p. 79 attached.

Volume Z. 1971 Voyager Spacecraft

/p. 18. Item h) "necessary landed operations:' should read "necessary

lander operations•"

_jp. 143.

/P" Z8Z.

Section 3.4. !.a.

Lines 3 and z_.

second line should read :'threshold of 0.Z5 gamma"

Delete _'or incorrect spacecraft address"

p. 284. iF{.o_"a_'e.5. Change "_28. V/ord _1%O Core Af.er=ory': to '_256 V[o_d

• S _O LizCi/-p. 327 Denominator of seconr_ term on _._'_- r___nc_side of equation _ _
r,D&_

'-- + N-- i

c i E 2

,_. 351. Figure i, Section F-F. _'semaration nu _'_ - _, . _ s_.oa,c, read "bolt catcher:'

Volume 3. Voyager Prograrr. Plan

Substitute new p. 12 attached.

p. i3. Figure Z-3. I-_I'_V_Assei_*__blies h-:_ern'- 7 move !.5 ___onths to r_=ht_

p. 16. _Z'igure 2-6. First milestone da<e =_=_-':-"_be Septennber _I, 1969,

instead of mid-January i970, and all subsequent dates should be

corresponaingly adjusted 4.5 months earlier.

p. Z0. Table Z-2. Third item in 1969 column should read ':coincident

with completion of proof test model assemblies. Fifth item in

this column change "Z weeks" to "3.5 months." Fourth item in

1971 column, change "4 months" to "5 months."



p. 67.

p_-lZO.

...._. i26

p. i53.

p. 167.

/ p. 354.

Figure 5-Z. Under intersystem interface Specification add a

block entitled "Spacecraft to OSE Interface Specification"

Last line of paragraph c should read "shown in "fable 5-2."

Figure 5-13. Year should be 1966 instead of 1965.

Figure 5-18. Ignore all numbers associatedwitk lines in figure.

Figure 5-ZI. In line Z0 change "design revisions" to "design
r evi ew s"

Second paragraph, third line, "_e _ "__,., capao_._y of the transrz-,ixer

to select" should read "The capability of the transmitter selector

to select."

Section heading n should read _--_ _-: .... _ _-_-_'__-_. _,_ _ _'-,_.. L ]Data ...... I ...... g

Section 3.Z.i beoinni_o--o of second paragraph should re_.c, he

hydrazine fuel ... "

Volurr.e 4. "_ -_ +_._t,_ na_ e Designs

....p__103.

p. 15..

Syst e_'.s Co:asiderati o:%s

Figure 3-_9. Caption should reaa _x...... enter of ;V_ass...

Last paragraph, second line, "For the base_due, "K_e reliability...

should read "The reliability ... "

' O. o nounc.,'watt"?z__158. 8th line, replace "0 06 pound/watt" by '" " ,

_p.--Z-15p Figure 3-50. Dot in ellipse at right should be 0.

_-p._Z30.

/p.:_z,47-.

_ p. 261.

,,"_p. 293.

Section 5.3.2, secona paragraph, 7zh line, should read "Figure 3-52."

S_cond line, "v;ith a var_ab!e V': should read "with a variable AV"

First line, "3250 km/sec" should read "3.Z50 km/sec':

I O t 2Figure 3-64. Intercnanoe coordinazes clock angle an_ cone angle

Figure 3-81. An arrow should connect "Low-gain spacecraft
antenna" and the dashed line at 73 X 106 k,_,

Volume 4. Alternate Designs" Systei-ns Considerations Appendix
/

p._'6_. Figure A-2. The shaded portion under the lower curve should

extend to the right only as far as 3Z5 lb.
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p. 9.

p. 207.

Table A-l, part (i). In last co!ur:%n heading cr.an£e , 3 :_to
H

"Wi" In part (4) last column heading change '_Vf3 _o "'9[_:'

Second line below tabulation, replace "575 X 35" by :'570 X 35"

Tabulation at bottom of page, change "18" to "30" and "400"

to "240 "

Numerator of equation for k best at bottom of n__o_,eshould read

"0.0Z01," and numerator of equation for k worsz should read

"9.21 "

p. 209. Table 5B, fifth line. Delete " X 10 " Also n. Z!3, _a_,e 7As

seventh line_ and n.. 232_ r_o.,__ _"3, fifth iir_e.

p. 2i7.

p. 326.

Top portion of Table 9B should be labeled :_primary _.ode"

instead of "other _odes"

In equations following words :_ciear!y': and "thus" insert " >"
before second surnrnation.

Volume 5. Alternate Designs: Subsystem Consicera:ions

p°

p°

3-15 Fifth line, "... is extended, spacecrafz :'should read "... is

extended, two spacecraft _

3-38 Last line, change " - 4500 -M _: to \450------$)

_ nou_.Q readp. 3-51 Two equations at bottom of page _ _

D = 4wA/k Z

p,

A
DK 2 i0O0k 2

= -zF_ - 4_

3-67 Third line, last parenthesis ': (_,Z.,v +4 ]_ _ ,,

p. 3-83 6th line should read '_50 degrees:: instead of ::50-!_0 degrees,"

and seventh line should read :'140 degrees:' instead of ':50-140

degrees :'

p. 3-iii Last line, change ':50 Mc:: to :;I Mc"

p. 3-i37 Item g) for "... followed by 5 fran_.es of real time" substitute

"... followed by ii frames of low rate science data and 5 frames

of real time"



PP.

P.

P.

3-150 and 3-151 are interchanged.

3-156 Last line, should read "_+o_oes,a 7 bi_':

5-ZI Second paragraph, third !ine_ for _'o'lhers since +-e_,,_y are"
substitute "others which are _'

p. 5-33

No

P.

Bjork equations should identify 0.!8 as an exponent, and the

exponent for (pp/Pt) in the __T __ _,
should be Z/3 in both cases._errn_n a==<.Jones equation

5-33 Figure 5-12 should be replacedvzlth _igure C-7 of Ao_zendix C.

5-40 Three lines above Table 5-0 su_os=_zuze "oerrz.an_n_ set _.
II _ " 11
expcrlment

Volume 5 Alternate Designs" Subsyste:: "_-_-" - . _• <-_ O_. _ IC. e E a_ioll c --: _ ellC.k]-:

9/3 :;p. B-il i%ottc'-_'_.,of page, for ,:..Z/3:_ sussca:a.e'" - "t,,-o)''_'" r

p. C-4

p. C-5

The title of Figure C-Z should read ::i_i[Ture G-3. bleteoroid
influx Rate Circular Orbit blars:; " ; ...... _, _-n_ ,;_:e _=__¢ of E=gure C-3

should read '_Figure C-3. bieoeoroid influx i<tate Cruise '_

At bottom of page, add the .ollow._o.__<,: :' _,_/ithi;:50,000 kin
of Mar s "

p,

P.

C-6

C-6

Line 13 should read: " of low ....."..... < p _ g_/c_ 3. .. o-e_Ly tP._ ......

Figure C-4. The ordinate :_Z" should read :_i00::

pp. C-i7
C-Z:

The figures C-6 a_nd C-7 on pages C-L7 and C-li should be
reversed.

p. C-Z8 The title of Figuie _-_"o ........,_:..... 1._ _'ead 'qvleteoroid _n_.e±dC_- _ Test

Specimen"

p. C-Z9 The title of Figure C-9 should read ';Cutaway of ivieteoroid

Shield Test Specimen

p, C-34 In Section i.8 the first sentence should be replaced by _he

following two sentences: ':Preceding sections of _h_s al__pendix

contain derivations of the probability of penetrations of :he

spacecraft outer skin by meteoroids. It is clear that :o design

an outer skin of sufficient thickness to reduce the probability

of no penetrations to a low level, such as 0.05 to O.Oi, \vould

be prohibitive in terms of the weight required."



p. C-35 In the first equation, the expression ::(t in r_-IZ)::iR two places

should read "(t in cm)" and "A" in two places should read
"(A in mZ) ''

p. C-38

p. C-40

In Table C-Z, all values in inches should be in centiazeters.

A zero should be inserted immediately following the decin_a!

point, for example- (0.020-inch) = 0.05080, (0.0Z0-inch) =
0.06096, (0.0Z0-inch) = 0.04064, etc.

In Section i.8.7 Co_npuc_on of %i__s,
read "... than lO-b are neglected"

the sixth i:ne sn_u:_.

p. C-45 In listing under "Values of t Used for _xtre_.c Envircnr_%ent

Analysis," under Inch, the first nurr_ber should read 0.OZ0
instead of 0.20Z

p. G-52 Ln 1.10 NOMENCLATURE_ ::-<2:: s._ou_a be defined as

"K -Z/31_ ±2):: ....- _ anc "B" should _e

2
!000 pt V

9.806 H t

pp. C-150 and C-151 should be reversed.

p. C-Z08 Along the ordinate in the - 'g. apn, ::Stress X 0
"Stress X i0 -Z"

-3,, should read

Volume 5. Alternate Designs: Subsysten% Considerazions. _=_7-f_:_=_(11x..... !I

p. _'-23 Lines 7 and i0 change al! subscript T to T

o. F- >zt Line 14, change ::bl--._: to :<- _ ':
i

p. F-Z9 _zgure F-9 title shoul& ne "Rez!ectzon ±-_nase An_!e _ Cde_"

rand Figure F-i0 title snou=& be i%e_ecz1_n iviasnltuae R"

p. F-30 _s_- _Lline, change "0.27" to _:0.i75"

p. F-31 Lines Izt.and i5, change _:_" 700 ft/sec to _60 ft/sec" to

14,700 ft/sec minus 460 ft/sec;: and ':i4,700 ft/sec to

10,000 ft/sec" to "i4,700 ft/sec minus i0,000 ft/sec"

p. F-3Z Last line in item 4), change :'Z7 per cent:; to :;i7.5 per cent"

p. F-35 Table F-4, under Assumed Parameter for itenq 2 insert

"±Z X i0 -5'', for item 3 insert "±3 X I0 -5'', and for iterr_ 4

insert ::+Z X i0 -5''_



i ,

p. F-53

p. F-60

Item d. Noise Figure, change "4 db" to "3.5 db", Gain,

change "Z0 db" to "i0 db" last line change "_0 db", _ to

"4 db"

Figure F-21. Cnan_e i02 xc to _ kc.

Line Z2, change to "_i, = 2!.5 deg or 0.375 radians (rrns,

peak) " ±

Line 2, change to

p, F-60

p. G-6

"M 2 _ (i i)2 '_ _75,) 2 ':= . -- _u._ "

Line 3, change to "M 2 = i.03 radians (r_ns) or i.-I6 radians
(peak) "

Paragraph 1.4, second line_ change _:fro_. i_..vl= I0' -_o"p to

104 _ " to read ':fro_ _k& = 10-I.... _ _ to i0 _ E :'
O O O " " "

Volume 6.

p. 25

p. 39

p. G-3t

p. G-I02

p. G-it3

p. G-i84

p. G-311

p. G-398

p. G-419

p. G-423

Operational Support Equipnten:

Figure 6. Caption should he "Typical Grounding Scheme:'

Section 1.3 3 change o-zenin_ -_-"- _. , . _ O_ ±:rs_ ser_ence to read ,,z.,_.-,au n c n

pad equipment consists of :he ground power and RF consoles

and the test flight progrann _ov_r and control equipment ... "

Figure i. Lines enclosing __aza _ or ..... _enerator shoux_ be
solid.

Last line substitute "4500" for "45"

in __'^- _-_.z_.._,?chan,_eo "25 _er, cent:' to "ZS0 _er, cent"

Section 4.5, substitute "6.5 feet:' for "six fee_"

Fifth line_ change "30 per cent" to ':Z0 per cent"

Section 4.2 should begin with "The hoist beam is ... "

Second line "4 optical alignment targets" instead of 8. Sa:-ne

correction top of p. G-4Zi.

Section 4.9.2, substitute ':20 per cent" for "50 per cent"
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Volume 7. 1969 Flight Test S sacecraft and 02_

p. 90 First line should read "Launch had equiprr..ent consists of

the ground power and R9 _ consoles and ... ::

p. 107 Last line, change Volume 5 to Volui_e 6.


